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ABSTRACT

I
This report describes experimental and analytical studies on

pulsed laser propulsion carried out between May 1978 and December 1980.

Volume I describes thruster performance and phenomenology studies. They

include theoretical investigations of laser-induced gas breakdown at

10.6 )m and 0.35 jm, the development of a detailed computer model of the

* . quasi-one-dimensional nonsteady flow of real gases in the nozzle, and
; .*small-scale thruster performance and absorption physics experiments using

pulsed CO2 (10.6 Pm) and XeF (0.35 um) lasers. Volume II contains the

*results of mission analysis studies to evaluate the system requirements

of some candidate defense-related missions for pulsed laser propulsion.

These studies address the problem of orbit-to-orbit transfer of satellites,

as well as the launch of a vehicle from the earth.

The detailed and well-diagnosed experiments, coupled with the fluid

dynamics model which includes laser absorption and real gas equilibrium,

have led to a more reliable assessment and better understanding of the per-

formance of a pulsed laser-powered thruster. Wavelength scaling was ex-

plored, with breakdown and single-pulse experiments at 0.35 prm, coupled

with the laser-induced gas breakdown theory and the fluid dynamics model.

It was found that more than 50% of the 0.35 Um radiation could be converted

to blast wave energy in the propellant gas, when external focusing optics

were used.

The results of the mission analyses, in Volume II, indicate that

earth launch of practical payloads will require laser systems powers which

probably will not be available for several decades. However, orbit-to-orbit

transfer of satellites may be an attractive nearer term mission for laser

propulsion.
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1. INTRODUCTION AND EXECUTIVE SUMMARY

Over the past several years Physical Sciences Inc. (PSI) has been

developing, under DARPA support, the technology of pulsed laser propul-

sion. Rocket propulsion powered by high energy laser b~eams, both

*CW and repetitively pulsed, has been shown to ha ve several potentially

desirable features including: (1) high I SPwith high thrust, (2) a

remote power source, and (3) high payload to total weight ratio. The studies

to date have indicated that pulsed laser propulsion, in particular, is at-
* '.4

tractive because: (1) 1 Is of 500 to 1000 s have already been demonstrated,"
SP

(2) it can yield a high thrust to power ratio, (3) it lends itself to simple

engine design, (4) the propellant requirements are simple, and (S) it does

not have the flow stability constraints associated with CW propulsion. 1

The basic physics of the PSI pulsed laser propulsion concept is

* . most clearly illustrated in the schematic diagram presented in Fig. 1.1.

An incoming laser beam is collected and focused by the interior walls of

a parabolic nozzle to yield a breakdown in the propellant gas at the focal

point of the parabola. The resulting high pressure plasma is characteristic

of detonation wave initiation by high power laser-induced breakdown. With

a short duration laser pulse the detonation wave quickly becomes a blast

~ wave, which propagates to the nozzle exit plane converting all of the high

pressure of the gas behind it into a force on the nozzle wall. The fluid

* mechanics of this concept, when operated as a repetitively pulsed device,

is discussed in Ref s. 1.1-1.3, and it is shown that the strength of the

laser-induced blast wave and the laser repetition rate specify the propellant

mass flow. The propellant is fed to the focal region from a high pressure

plenum chamber as shown, and the laser-.induced blast wave stops the propellant

flow through the throat'until the pressure at the throat weakens to the plenum

pressure; then, the propellant flow restarts.

The earliest work on pulsed laser propulsion at PSI involved the

development of a theoretical model of the fluid mechanics that was based on
1.3

blast wave theory of a perfect gas in a conical nozzle. The model pro-

vided valuable information about the behavior of the gases, the effect of



Im -0 7I .5

CO ..j
U. J

U

cc* 0

w 0 4
uss w co

I- j

0 0 t

3.
COOL

CCAZ, 0

cr 0 be o C
j4 CLo'W

I -J Z _j J - <



I7.

ppulse repetition rate, and the rocket performance to be expected. Using this

model the first experiments to test the PSI pulsed laser propulsion concept

were specified and designed.

The first experiments to be performed at PSI used pulsed CO2 lasers

Uand were conducted with small-scale conical and parabolic nozzles. With

a background pressure of one atmosphere, a maximum specific impulse of 900 t

* 400 s was obtained for helium propellant with an energy conversion efficiency

(exhaust energy/laser energy) of - 50%. In addition, at a background pressure

- of 10-4 atmosphere, a specific impulse of 500 ± 100 s was obtained with a

self-focusing parabolic nozzle operating with helium propellant.

"-. The experimental and analytical investigations described in the pre-

sent report were performed during the period May 1978 through December 1980.

The studies carried out are divided into two categories - thruster performance

and phenomenology studies, and mission analyses. The studies relating to

thruster performance (Vol. I) include: theoretical investigations into the

laser-induced gas breakdown process at 10.6 im' and 0.35 11m (Sec. 2); the

development of a detailed computer model of the quasi-lD non-steady flow in.

the nozzle (Sec. 3); and small-scale thruster performance and absorption

physics experiments using pulsed CO2 (10.6 .im) and XeF (0.35 Um) lasers (Sec.

1 4). The mission analysis section (Vol. II) describes the results of studies

performed by the Lockheed Missiles and Space Company (under sub-contract

* to PSI) and PSI to evaluate the system requirements of some candidate defense-

related missions for pulsed laser propulsion. The studies address the problem

-* of orbit to orbit transfer of satellites as well as the launch of a vehicle

* from earth.

The objective of the first phase of the thruster studies described

in this report was to perform more detailed experiments and modeling in order

to confirm and better understand the previously obtained 10.6 jim thruster

performance results. The theoretical modeling was improved by developing

a detailed computer model of the quasi-lD non-steady nozzle flow with laser

heat addition. The effects of laser energy absorption, LSD wave growth and

propagation, and 'real gas' equilibrium chemistry were included. New thruster.

-3-



performance experiments were also carried out for other propellant gas species

in addition to helium. The experiments incorporated numerous diagnostic

measurements including shock pressure and transit time measurements, ballis-

tic pendulum measurements of impulse, laser optical transmittance, measure-

ments of plasma re-radiation losses, and radiometric determinations of the

exhaust gas "electronic" temperature. Thruster performance parameters such

as specific impulse (I sp) and laser to propellant energy conversion efficiency

were evaluated as a function of propellant delivery pressure, nozzle throat

size, and laser interpulse time. These more comprehensive and better diagnosed

experiments, coupled with the detailed fluid mechanical model that simulates

laser absorption and 'real gas' chemical effects, have led to a more reliable

assessment and better understanding of the performance of a pulsed laser-

powered thruster.

A second phase of thruster performance experiments addressed wave-

length scaling. Since laser propulsion activities are likely to follow

advances in laser technology for other applications in space, it has been

proposed that pulsed laser propulsion systems utilize visible/UV pulsed lasers.

Thus, we sought to determine how the physics of laser-induced gas breakdown

and plasma optical absorptance scales in going from 10.6 microns to the visible/

UV. To address this question, theoretical predictions were made for the

laser-induced gas breakdown threshold and subsequent optical absorptance

of argon at 0.35 Um. The model predictions were then compared to experimental

measurements performed at PSI using our e-beam pumped XeF laser device. The

experimental breakdown measurements were also extended to other gases includ-

ing nitrogen and methane. In addition to these basic absorption physics

studies, preliminary single-pulse thruster performance experiments were per-

formed at 0.35 pm using a conical nozzle with external focusing optics and

argon and helium propellants. Shock pressure and transit time measurements

in the nozzle were interpreted using the detailed numerical flow code to

yield estimates of the laser energy that was deposited in the propellant

gas. The results indicate that with a proper choice of plenum delivery pressure

and nozzle volume, efficient conversion (> 50%) of pulsed 0.35 Um radiant

energy into propellant fluid mechanical energy is possible. Of course, since-

I
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* external focusing optics were used, the question still remains as to whether

a self-focusing nozzle can be constructed with walls of sufficient optical

.* quality to focus the incoming vis/UV beam to the necessary power density to

" achieve gas breakdown.

Volume 11 of this document presents a brief discussion of several pos-

sible missions for a laser propulsion systems. The missions considered in-

clude both earth launch of vehicles and orbit to orbit transfer of satellites.

The former was analyzed by the Lockheed Missile and Space Company under sub-

contract to PSI. The results of their analysis, which are contained in a

separate report,* indicates that the earth launch of practical payloads will

require laser system power levels which probably cannot be expected for sev-

* eral decades. In contrast, orbit to orbit transfer for the repositioning of

satellites may be an attractive nearer term mission for a laser propulsion

system.

a

* W. S. Jones and K. C. Sun, Laser Propulsion for Defense Missions System

Analysis (U), Final report, PSI subcontract 2532, Lockheed MissilO and
Space Company report No. LMSC-L040143 (Secret), 25 Feb. 1980. This report

:- is included as part of Volume II of this document.
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2. THEORETICAL STUDIES OF LASER-INDUCED GAS BREAKDOWN

2.1 Introduction

We are concerned in this section with the early stages of the

laser/gas interaction. During this time the gas goes from a state of very

low absorption, low temperature and ambient pressure to a state where there

is strong absorption of the laser radiation, a high degree of ionization,

high gas pressure and temperature.

We are interested in calculating the induction time for gas break-

down as a function of the following experimental parameters: laser intensity

at focus, focal size, pulse length and gas density. The gases of interest

are air, Ar, H 2 and H20 . The laser wavelengths that we are concerned with

are 10.6 wm (CO2 laser) and 0.35 pm (XeF). We also are interested in deter-

mining the absorption coefficient in the laser-produced plasma in order

" to determine minimum depths of focus and gas prIessures .required for signifi-

cant absorption of the laser energy.

Early in the laser pulse low ionization impurities, dust particles

or ambient ionization due to cosmic rays yield the primary electrons from
2.1which a cascade breakdown can develop. These electrons heat up by inverse

bremsstrahlung absorption of the laser flux, excite and ionize the gas.

Breakdown at 10.6 Um is similar to microwave breakdown, which has been studied
2.2,2.3

in great detail both experimentally and theoretically. The photon

energy hv(=0.12 eV) is much smaller than the average electron energy (2-5

eV) so that the electrons are heated up continuously, and a classical treat-

ment of the absorption process is appropriate. Secondary electrons are pro-

duced by direct impact ionization of the gas molecules (or atoms) by those

electrons that have reached an energy greater than the ionization threshold

e " The situation at 0.35 pm is quite different, however. The photon energy

hv(=3.5 eV) is of the order of or larger than the average electron energy.

Finite quantum effects therefore cannot be neglected. Only a small number of

quanta (3-5) need be absorbed for an electron to reach an energy larger than

-7-



either the first excited state or the ionization threshold of the carrier gas

where inelastic collisions leading to gas excitation and ionization will occur.

We find, as shall be shown below, that a cascade develops by photoionization

of the excited states formed rather than by direct electron impact ionization.

Non-linear effects (multi-photon processes) also become important at the fluxes

(M10 W/cm2 or *.l028 photons/cm 2s) considered.

Our approach has been to use a Boltzmann code that solves for the

electron distribution function as a function of the laser power input to

the electron gas. We can then derive from the code the rates at which vari-

ous excited and ionized species are formed. The rate equations for the

various species are then solved and the gas history during the breakdown

obtained. The code results are correct only for an infinite and homogeneous

medium. In reality, because of the finite focal volume, electrons will

diffuse out of the breakdown region. The breakdown times will therefore

be longer than those that one would predict for a uniformly irradiated gas.

A general discussion of the breakdown process and of the effect of diffusion

losses is given in the next sub-section. Particular results at 10.6 pm

and 0.35 zm are given in Sub-sections 2.3 and 2.4.

2.2 General Considerations

Electrons will gain energy from the electric field when they collide

with neutrals and lose energy through inelastic processes such as vibration

and rotational excitation (for polyatomic gases), electronic excitation of

atoms (and molecules), elastic collisions with neutrals and ionization

A simple model of breakdown can be formulated by looking at the energy equa-

tion for electrons

d [n 3 2m (2.2.1)
dt[nel -I kJ - j dt - .n e

where C is the average electron energy, ne the electron density, n, T

the gas density and teuperature and C d n refer to the energy and
|j j
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density of various excited states of the gas particles. The first term

3 on the right-hand side represents energy gained from the laser field,

k being the absorption coefficient and I the intensity. The second term

represents losses due to excitation of the gas and the last term repre-

sents heating of the gas due to elastic collisions of electrons with the

gas particles at a frequency V, m/M being the ratio of electron to heavy

particle mass. During the breakdown process the electron energy remains

fairly constant and the ionization rate is obtained by looking at the

* balance of energy gained by the electrons from the field to energy lost

- by all processes except ionization, the ionization rate being

1 X (Energy gained in unit volume and time

ne(£+E) - Energy losses per unit volume and time).

In order to calculate the avalanche rate V we must subtract from V
av

the losses due to attachment (if any) at a rate va and the loss of

electrons from the focal volume. We will have

Da -v i -v a  (2.2.2)

- where A is proportional to the transverse (smallest) dimension of the

.- focal volume and D is the diffusion coefficient. For a top hat intensity
2.4thtA-D48 Aterytmsprofile of diameter D, it can be shown that A D/4.B. At early times,

when the electron density is small, the diffusion coefficient is the free

electron diffusion coefficient D - (XVe)/3 , where A is the mean free

path of the electron and V is the electron mean velocity. We estimate

this diffusion coefficient at one amagat neutral density, using a gas

kinetic cross-section of 10-15 cm2 and electron energy of 3 eV, to be

~3000 cm2/s.

At later times the diffusion becomes ambipolar and the diffusion

coefficient, Da, is reduced by a factor (M/m) 250. Ambipolar diffusion

occurs when the electric field built up by charge separation is large

- -9-



enough to prevent electrons from diffusing freely. Ions must be carried

along with them. A condition for ambipolar diffusion is that the electron

Debye length be smaller than the focal spot size. The electron density

above which this occurs is given by

kTne - 4e2 "i

es 4ire 2A2

This density is plotted as a function of A in Fig. 2.1 for various electron

temperatures. In the laboratory experiments performed at Physical Sciences

Inc. (see Sec. 4.3) the focal spot size was around 50 Jim at 0.35 Um wave-

length and 100 Pm at 10.6 Va and the electron energies during the breakdown are

estimated to be in the range 2-5 eV. Under these conditions we expect ambi-
10 3polar diffusion to occur when the electron density exceeds 10 particle/cm

Breakdown will have occurred by the time the electron density

has exponentiated 20 to 40 times, i.e. when the cascade has raised the214-316 018 c-3 .  e

electron density from ne  10 2 104 cm-3 to n . 1016 101 cm We
e e

thus require as a condition for breakdown that the pulse length Tp satis-
fy the inequality.

T > 20 to 40 (2.2.3)
-" av

We note that with the neglect of three body processes, allterms on the right-

hand side of Eq. (2.2.1) scale proportionately with pressure, i.e., Vi will

be proportional to pressure. The diffusion coefficient, however, scales

as 1/p. Solution of the Boltzmann equation will yield V. as a function1

of intensity and over a given intensity range we will always be able to

write

m(p,I) V i~pim (2.2.4)
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I

where m Z 1. The breakdown threshold criteria, given by Eq. (2.2.3) will

lead to a relation between I, p and T that must be satisfied. We dis--. p

tinguish three regimes.

1) Large focal size (no diffusion losses) and no attachment,

then V . Vav and combination of Eq. (2,2,3) and Eq, (2,2,4) leads to

40 )l,'M(2.2.5)
thk TP

2) Small focal size (diffusion losses) but negligible attach-
2ment. Equating vi to D/r we obtain1t

T th c (AP)-2m (2.2.6)

where we used the fact that D scales as 1/p.

3) Electron losses by attachment just about balance ionization

gain. We will have in this case a threshold independent of pressure.

Ith = Io(2,2.7)
t 0

The last regime occurs when the ionization rate is fast enough so that,

in the absence of attachment, breakdown would have occurred well within
the pulse, i.e.

T 40T >>
P i (Ith)

At 0.35 in the photon energy is 3.5 eV and is large enough that

one and tfwo photon photoionization of excited states is possible. A laser

-12-



flux of 109 W/cm 2 corresponds to a photon flux of 1.7 x 1027 cm
-2 s-1

Assuming photoionization cross-sections of order 10-17 cm2 we see that

single photoionization of an excited state will occur in less than 10-10 s.

*This time is several orders of magnitude shorter than the XeF pulse length.

We therefore expect that electron impact excitation of an excited state

lying less than 3.5 eV from the ionization continuum is equivalent to an

ionization event at the laser fluxes that we are considering. Equation

(2.2.1) can still be used to describe the cascade process except that CI

must be replaced by - hv and the sum over excited states on the right-

* hand side must extend only to those states lying below CI - hV. For laser

fluxes larger than 1010 W/cm 2 , two photon ionization processes of excited

states becomes probable, as we shall show in Sub-section 2.4. The simple

treatment given above does not hold and the scaling of threshold with pres-

sure and pulse length becomes more complex. The treatment for two photon

ionization of argon is given in Sub-section 2.4.

1

J. -13-



2.3 Breakdown at 10.6 Um

Calculation of the net ionization rate,(V. - Va) with the neglect
2.5 a

of diffusion losses was carried out by Weyl for air, N2, H2 and He. We

have used the same procedure and the same Boltzmann code for argon and

water vapor. The cross-sections for water vapor and argon were obtained

from the AVCO cross-section tape. The cross-sections for water vapor

include the processes of vibrational excitation (energy loss - 0.2 eV), ex-

citation of electronic levels with threshold 5, 6.3, 9, 12 and 12.6 eV,

and the dissociative attachment reaction

H0 + e- OH + 0
2

with threshold at 5.6 eV. The cross-sections for argon contain the effects

of excitation of the 11.6 eV (4s) and 13.2 eV (4p) excited states of argon,

and electron impact ionization at electron energies above 15.7 eV.

A verification of the code results was obtained by making DC break-

down calculations and comparing the ionization rates to the well knowr

Townsend first ionization coefficient for the gases. The firS° To: ., Z

ionization coefficient a is defined by the spatial growth of V.c electron

distribution in an electron discharge

dn
- an (2.3.1)

dx e

The temporal growth is obtained by transforming to the frame of the electrons

which are moving ir the x direction at the drift velocities vD. We have
4

dn
- V n

"t av e

. e dx . e
Sd' dt vD 14

I;
/ -14-
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We must therefore have

V av -//V D (2.3.2)

The quantities VaIP , a/p and vD are functions of E/p. We show in Figs.

2.2 and 2.3 comparison between calculated and measured av 1p. The measure-

ments compared with were those of Golden and Fisher 2 .6 for argon and Golden

et al.2 .7 for H2 . We also compare in Figs. 2.2 and 2.3 the calculated and

measured2 .8 '2 .9 drift velocities. We see that there is an excellent agree-

ment between measured and calculated av /p, but that the drift velocities

in argon differ by a factor of 1.5.

We have plotted in Fig. 2.4 the avalanche rates at p = 1 atm for

the four gases studied. These rates vary linearly with pressure.

Attachment and ionization rates are equal in H2 , H20 and air at the laser
8 9 9 2

fluxes I = 9 x 108 , 5.5 x 10 and 3.5 x 10 W/cm , respectively, which repre-

sent the long pulse length, large focal spot, breakdown thresholds for these

gases. The absorption coefficient to the laser flux can be written as a
1function of an effective collision frequency Veff by use of the relation:

2
CA) V -0-

k - eff = 3.38 x 10
-30  (cm ) (2.3.3)

[ en 2 ne eff

where w is the electron plasma frequency and in the last step we chose
p 14 -1

= 1.77 x 10 s corresponding to X = 10.6 lm. Equation (2.3.3) is valid

for W >> Veff , as is the case at pressures of interest. A plot of Veff/N

(N is the gas density) as a function of laser intensity is shown in Fig.

2.5. The frequency Vff is an effective collision frequency averaged over

the electron distribution function. This distribution function is far

from Maxwellian during the early stages of the breakdown but when the elec-

tron density has reached 1013 cm- 3 electron-electron collisions start to

dominate,- tending to make the distribution function Maxwellian. Thus

• • -15-
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Voff' which was constant up to this point starts varying. At late times

when the degree of ionization of the gas exceeds a few percent, then

absorption due to electron-ion collisions becomes important, the absorption
2.10

coefficient being given by

ke  ~3 (T / re7 -'
32- Ze 2 1 .W/k (2.3.4a)k akTe hcW m n (

2.11

The Gaunt factor G is discussed in detail in Shkarovsky's book.

The' derivation of the Gaunt factor is very complex and involves a) calcula-

tion of the radiation spectrum during a collision as a function of impact

parameter and incident electron energy and b) performing an integration

over impact parameters and an averaging over the electron distribution

function. When the frequency is such that 1w << kT and when the electron
2

* . thermal energy is much less than Z R (Z - ion charge, R-- 1 Rydberg -

13.6 eV), a derivation of the radiation using classical mechanics is valid.

Due to the long range of the coulomb potential, most of the radiation

comes from distant collisions where a straight line approximation to the

electron trajectory is adequate and one obtains Kramers result.

-n- (.79k . (2.3.4b)
w(Me /kT)

j Equation (2.3.4b) was derived with the neglect of collective plasma effects

and is only valid for w >> w . As w approaches w a correction factor due
p p

to the plasma dielectric response arises and one must multiply Eq. (2.3.4b)
' 2/21-I

by (1-w 2 /) (Ref. 2.12). For the application at hand where'lw = 0.12
p

4 eV and kT 2 1-2 eV, the ratio of photon energy to average electron energy

is not so small that quantum effects can be neglected. Rather than using

Eq. (2.3.4b) it is preferable to use the numerical results of Karzas and
2.13Latter which are based on suitable averaging over the electron distri-

bution of the quantum mechanical results of Sommerfeld. We show in Fig.

-20-



2.132.6 the Gaunt factor derived by Karzas and Latter. The curves plotted

are parameterized with the parameter (b/b 0)2 - kT/Z 2R which is the square
of the ratio of the de Broglie wavelength of the electron (bH) to the izpact

parameter for 900 deflection (b ). The dashed lines in Fig. 2.6 are plots
0

*'" of Eq. (2.3.4b). We see for Rd - 0.12 eV, kT - 1.36 eV and Z - 1 that the

curve (bH/bo)2 - 0.1 give a Gaunt factor G - 1.5 while Eq. (2.3.4b) would

give G - 0.68 which is too low a value by a factor of more than 2.

Combining Eqs. (2.3.3) and (2.3.4a), expanding the exponential for

small values of hw/kT , letting w - 1.77 x 10 14 and expressing T in
eV, we obtain the following expression for the total absorption coefficient

at 10.6 jim.

2 1.8 x 10 - 3 5

k3 N X .38 x 10 + (1-1.01 x 0_19 NxeV 2 T 3 2  (2.3.5)

where x is the degree of ionization (xe < 1). We now-apply our results

to laboratory conditions where breakdown in Ar and H2 was measured (see

Sec. 4.3). The beam was focused by a f = 20 cm Germanium lens and had a

diffraction limited Gaussian profile at focus of 1/e radius equal to 40

)nm. Breakdown was found to occur within the gain switched spike. The spike

width at half maximum was 80 ns. For the threshold calculations, we approxi-

mate the spike by a square profile of width T - 80 ns and intensity I.- p

2.3.1 Argon

The breakdown condition Vav Tp > 40, can be written usingEqs. (2.2.2) -

(2.2.4)

m _ 2-45 )2 D0 (i)

(Vo iP (2p -a p 40 (2.3.6)

10 2
where i is the intensity normalized to 10 W/cm , D is the diffusion coef-0
ficient at 1 amagat density, a is the focal radius and p the presmsure in

atmospheres. From our Boltzmann code results shown in Fig. 2.4 we have

-21-
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Fig. 2.6 Gaunt factor for electron-ion brernsstrahlung absorption
following Karzas and Latter.
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10 -1 -1
m -1.5, V 0 -2. 5 x .10 s Ama *We solve Eq. (2.3.6) for i as a function

Uof Pr, for fixed a. Over the intensity range considered, we used the fact that

D 0varied from 7 x 10 3(cm, Is) at: i - 0.1 to 3.6 x -10 3at i -20 with a value

of 5 x 10 at i - 1. The results for a -40 Uzm, 100 U.m and .(no diffusion)

*have been plotted in Fig. 2.7. The agreement with measurements is satis-

* factory though we somewhat underestimate threshold at the larger focal radii

at which Hill 2.4and Cohn et al. 23operated. In Section 4.3.2, predictions

of the theoretical model will be further compared with the experimental

threshold measurements obtained at PSI.

2.3.2 Hydrogen

We apply Eq. (2.3.6) to hydrogen. From Fig. 2.4 we see that at
10 2 9 -lI -l1

I -10 W/cm (i-1), m -2and V0- 4 xl10 s Ama . we use the follow-

ing formula for D 0derived from the Boltzmann code results

D 0 (1.6 + 0.41) x 0 (2m'I Ama)

That breakdown threshold versus pressure that we calculate is plotted in

*Fig. 2.8 and is in excellIent agreement. with our experimental data and the

data of Hill 2.4and of Cohn et al. 23The calculated breakdown threshold

in hydrogen will also be shown to be in very good agreement with the data

Kobtained at PSI (see Section 4.3.2).

-23-
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2.4, Breakdown at 0.35 pm

Breakdown at 0.35 pm involves many more processes than at 10.6 pm

* due to the high energy of the photons involved. We can have direct multi-

photon ionization of the gas and of impurities in the gas which would yield

a large electron concentration in the absence of an electron cascade. As is

the case for 10.6 pm radiation, the electrons that absorb energy from the

radiation field create excited states through inelastic collisions with

neutrals. Photoionization of these excited states, as we stated in Section 2.3,

can lead to ionization since these excited states can absorb one or more

photons and become photoionized. The combination of these last two processes

can lead to a cascade breakdown. Because of the complexity of the problem

we have limited our analysis to argon, which does not have vibrational and

- rotational energy loss processes as molecular gases do.

The energy levels of argon are shown in Fig. 2,9. One sees from this

figure that an electron must absorb 4 photons before it has enough energy

to excite the 4s states (Ar*) at 11.6 eV and 4p states (Ar**) between

13.2 and 13.6 eV. Photoionization of Ar** by absorption of one photon is

possible. Two photons, however, are required to photoionize Ar*, while

photoionization of the ground state requires simultaneous absorption of five

photons.

2.4.1 Early Time Breakdown Analysis for Argon

We model the physical processes leading to breakdown in argon at

early time through the following set of reactions.

Direct multiphoton ionization

x(impurity) + mhv X+ + e (2.4.1)

Ar + Shv Ar + e (2.4.2)

Electron inverse bremsstrahlung absorption

e(C) + Ar + hv e(C + hv) + Ar (2.4.3)
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Electron impact excitation of Ar

e(C) + Ar Ar + e(C - 11.6 eV) C > 11.6 eV (2,4.4)

e(c) + Ar * Ar** + e(£ - 13.2 eV) e > 13.2 eV (2.4.5)

Photoionization of the excited state

Ar* + 2h - Ar + e (2,4.6)

Ar** + hv+ Ar + e (2.4.7)

We analyze each of the above processes below.

a. Direct Multiphoton Ionization

- The probability that an atom absorbs m photons to become

ionized can be calculated quantum mechanically using m order perturbation

theory. One finds that the lifetime varies as I-m . A review of the work

done until 1976 can be found in Ref. 2.16. The problem in getting quantitative

answers is that one has to perform a multiple summation over intermediate

states and that subtle interference effects betwebn terms can occur. Also,

the wave functions required for calculating the matrix elements are not

that well known except for the simplest atoms. Calculated and measured
2.16lifetimes can differ by many orders of magnitude. TLere has been no

theoretical calculation for multiphoton ionization in argon at the XeF

wavelength. Experimental studies of breakdown in argon and N2 at doubled ruby

frequency (X/2 = 3470 R) in the pressure range 400-500 torr were carried out
2.17 -11by Krasyuk and Pashinin. The pulse length was in the range 3-5 x 10 s

5 2
and the focal area at half intensity was 1.4 x 10 cm . The beam was

focused using a lens of focal length 1.8 cm and breakdown threshold was

defined as that intensity which produced a faint glow to the eye in the

focal region. The data is shown in Fig. 2.10. The threshold curve is pracr
-1/5

tically independent of P and is consistent with the scaling I * p as one

would expect for a multiphoton ionization threshold corresponding to a fixed

number of ions in the focal volume. The fact that the threshold did not

correspond to a sharp breakdown transition is also an indication that break-

down was not associated with an electron cascade.

-28-
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We can obtain an estimate of the multiphoton ionization cross section

from the data of Krasyuk and Pashinin as follows. Let the cross section Q

be defined by

dn 5
dt MQn

where 4 is the photon flux in cm-2 s-1. A faint glow corresponds to 100.

photons reaching the eye. If Veff is the effective focal volume, n the gas

density and 6 the degree of ionization, the number of photons reaching the

eye is = n6 Veff", where n is the solid angle subtended by the eye. we have

assuxed.one visible photon emitted per recombination event.

The effective focal volume is

I (r)d 3

eff 1 5
max

If we assume that the beam has a diffraction limited Gaussian profile near

focus, one readily derives an expression for Veff as a function of the
2 f

Gaussian l/e radius at focus WFI

343 f
eff0 48 

where X is the wavelength. Letting ) = 0.35 x 10 -  cm and (0.5Wf) =
-5 2 -6 31.4 x 10 CM , we obtain Veff = 5 x 10 cm3 under the conditions of

Kracyuk and Pashinin's experiment. We also estimate under the conditions

of the experiment that 12 = Trx(0.2 cm)2 /47r(100 cm) 2 = 3 x 10- 7 . Finally,

the experiments were performed near atmospheric pressure so that n = 2 x 1019

-3cm

fi 100 100 -6
nV eff (2 x 10 1 9) x (5 x 10 - 6) x (3x0 7 ) = 3x10

+ -2 -
At the end of the pulse, n+/n = 6 = Q45Tp, so that fort = 2 x 1029 cm- 2 -1

(I 5 x 1011 W/cm 2 and 3 x 1 , we have; Q - 1.6 x 10 - 1 4 5 cm s4
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We note in closing this subsection that any gas will contain a cer-

U tain number of impurities, in particular organic vapors which have relatively

low ionization potential (8-10 eV). At the fluxes where multiphoton ioniza-

*tion is an important process in argon, these organic impurities will become

ionized very early in the pulse.

b. Electron-Neutral Inverse Bremsstrahlung Absorption at 0.35 Um

The inverse bremsstrahlung absorption cross section is usually

derived by calculating bremsstrahlung emission and using the principle o
2.18

detailed balance. We are concerned with electrons whose average energy

is of the order of or smaller than hv. A proper treatment of the emission

and absorption must be quantum-mechanical. There is some confusion in the

literature on the proper absorption cross section to use. Zel'dovich and
Rair.18  2.19

izer' and Kroll and Watson use the following absorption coefficient

per unit electron and neutral density, which can be derived classically.

Y, 8Te 22  2 (c+ hV) E/2 hv) e+h C+h)(..a(mc : (C ~hV oC+hv

where C = electron energy before absorption and a (C) is the momentum transfer
2.20

cross section at C. Phelps uses the following formula for K a (2.4.8b)

2 V)1 1/2

K = 8Te 2(/ (c + hv/2) a -(C + hv/2). (2.4.8b)
3mcw m hV (

Finally, Dalgarno and Lane 2 21 solve the quantum mechanical scattering problem

by partial wave expansion and obtain, keeping only the s and p wave contribu-
tions,

2 1/2]
ti n , K 4'T e [2 2 (c + hv) [/2 (C + hV ) a ( )+ - L-a (C + hV) ] (2.4.8c)

[3mcW m hv hV
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We note that Eqs. (2.4.8b) and (2.4.8c) are identical if as is independent

of energy and that all expressions are equivalent in the limiting case

S>> hV. The formula derived by Zel'dovich and Raizer has a singularity at

zero energy.

We have used Eq. (2.4.8c) for K because it is on a firmer theoreti-Ka

cal basis rather than Eqs. (2.4.8a) and (2.4.8b). The formulas (2.4.8a)

(2.4.8c) give significantly different answers in the case of argon when used

in a Boltzmann code. At fluxes of 10 10-i0II W/cm 2 the heating rate using

Eq. (2.4.8c) was found to be about a factor of 2 smaller than that using

Eq: (2.4.8a). The reason for the discrepancy is the low value of electron

average energy (2-3 eV) and the very strong dependence on energy of the

momentum transfer cross section, (see Fig. 2.11).

The stimulated emission coefficient K is obtained from detailed
e

balancing

K ( -K (C- hV) C--I hve a

K (C) = 0 c < hve

If one has a Boltzmann distribution of electrons corresponding to a tenpera-

ture T, then the net absorption cross section averaged over the distribution

function is

K f(CdC (K-C) - Ke (C)) - (1 - eV/T f f(~CKa()

0 0

* It is easy to verify that, when hv << kT and when the collision frequency

V c ne(2c/m)I/20(C) is independent of , the absorption coefficient

k - Kn en reduces to the expression given by Eq. (2.3.3) with veff ( i.

The net absorption cross section K for argon as a function of electron

[6 temperature T is plotted in Fig. 2.11.

-
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c. Electron Impact Excitation of Argon

The inelastic cross sections for excitation of electronic states of

argon have been reviewed by Eggarter. 2 . 2 2 Jacob and Mangano 2 . 2 3 have used

the cross sections suggested by Eggarter to calculate, by use of a Boltzmann

code, the first Townsend ionization coefficient in argon and found that these

had to be reduced by a factor of -2 in order to obtain agreement with the

data. The cross sections that gave the best fit were 10% larger than those
2.*24

measured by Shaper and Scheibner. These cross sections, however, repre-

sent excitation of both 4s and 4p states of argon. Since it is important,

in-order to model breakdown at 0.35 m, to break up the cross section into

excitation of the 4s and 4p states separately, we have used the cross sec-
2.25

tions furnished by R. Center and adjusted them in order to fit the first

Townsend ionization coefficient data. The adjustment factor was found to be

0.8. The cross sections have been plotted in Fig. 2.12. The sum of the
2.2

cross sections is in good agreement with the data of Shaper and Scheibner 2 24

*at energies below 13.5 eV and is in good agreement with Eggarter's total
2.23cross section estimate above 14 eV.

I

I
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d) Photoionization of excited states of Argon

The 4p states and higher lying states are within hv of the ionization

continuum and can be photoionized by absorbing one photon. One estimates the

cross-section . to be of the order of 10 cm so that the lifetime
phi.

of these states in the laser beam is:

" hV 10-2 i-1

phi

where I is in W/cm 2 . The radiative lifetime .for allowed transitions to

the ground state is 3 x 10 s or longer so that at fluxes I > 10 W/cm

photoionization is more probable than radiative decay. Also any radiation

to the ground state is strongly reabsorbed, resulting in trapping of the

4 radiation. The effective lifetime may be as long as a few microseconds

depending on the focal spot size and the operating pressure. Radiative

decay to the lower lying 4s state, resulting in radiation that is not

trapped, occurs with lifetimes T > 5 x 10 s. We can therefore assume,

in our nodel for breakdown, that at fluxes larger than 106_107 W/cm
2

the excitation of the 4p and higher lying states is immediately followed

by photoionization.

The 4s states in the energy range 11.6 - 11.8 eV above the ground

state, see Fig. 2.9, require the simultaneous absorption of two 3.5 eV

*photons in order for ionization to occur. We estimate below the probability

for 2 photon absorption to occur.

4 The transition rate for two photon absorption is obtained from

second order perturbation theory with the interaction Hamiltonian

-e - - A o.
AH = - Ao0p cos wt - e E er cos wt (2.4.9)

mc 0

* 4. 4
with A cos wt and E cos wt the vector potential and electric field

of the electromagnetic wave respectively. The unit vector * is the polari-

zation vector which we take to be in the x direction. The transition

rate between the lower state (m) and the upper (continuum) state (M) is: 2 27
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H j .AH. 
2

I .w - - 2  12 w + W ) 3- d. . (2.4.10)

° W (W-W.)

The integration is carried over solid angle C2, P being the density ofn final states (per unit w) and wjm W (E. - E ) h. The sum is over all inter-

mediate states of energy E
j.

We evaluate Eq, (2.4,10) under the condition where only one intermedi-

4.
ate state j is predominant in the sum (to be justified later). We use the r

*-- representation of the interaction Hamiltonian to evaluate the matrix element

between the two bound states m and j and the p representation between the

bound state and the free state. Using the fact that JEoI JA 1o we obtain:

':. f C 2eoban

p (2w+w) e 4 E 4 i2 f1 2 (. 1
• m- 61 dnxj . >1 ( 2.4.1

Mi 4 P ) 2 m ax

We can express the matrix element x . in terms of the oscillator strength,

f. fmj, of the transition

• 2 5- f (2.4.12)
m 2n m "

The other matrix element can be related to the photoionization cross-section

of the intermediate state. From Bethe-Salpeter, the cross-section is:

2 ~ 2~ -11.au 2hi 27e2T1 * ik" r. u n

a = 1 un  e 1 -, - dT (2.4.13)phi m2cv n i a

th
where r. is the position of the i electron, V - W/2W, and the integral1
extends over the configuration space of all electrons. The wave functions

in are normalized per unit energy interval, while the wave functions in
n
Eq. (2.4.13) are normalized per unit volume. We thus have

U " -n (2.4.14)

Combining Eqs. (2.4.11)-(2.4.14) we obtain (I = cE2 /8T)
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2
W 7re 1 C f

MEL 2 2 phi mj
MbW) (W-W. mc

2 2Expressing I in W/cm in cm and energies in eV, we obtain
phi

5 X10 5  1 20C f
m 2 phi 2 M3 (2.4.15)

(hv) (hv-e.j

A tabulation of C and f for allowed transitions can be found in Ref. 2.28.

We have reproduced in Table 1 the states that contribute the most to the sum

ir- Eq. (2.4.10). The contribution is large either because there is a near

resonance C. = hv, or because f . is large. The ionization cross-section
3M mj2

a can be estimated from the relation2 29

h 7.91 x 101 (m 2  (2,4,16)phi Z C

where V is the frequency at the photoionization edge, V then
photon frequency, Z the ionic charge and n the principal quantum number of

the state j. The quantity (a hi)fjL/(hv-cjm) is shown in the last column

of Table 1. One sees that the near resonant states contribute insignifi-

cantly to the sum since f and h are both small. Lumping all the 4pi) phi -17 2
states together, with aphi = 1.1 x 10 cm , f m= 1, we obtain the fol-

lowing estimate of the photoionization rate
4 13 -1

Wm= 1.1 x 1 I 2(W/cm 2 ) s . (2,4.17)

The above formula predicts a lifetime of the 4s state of 10 s at
10 2 -9 10 2 -10 11 210 W/cM, 10 s at 3 x 0 W/cm and 10 s at 10 w/cm.

I
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e. Early Time Cascade Development

The early time cascade development can be analyzed by writing rate
equations for reactions (2.4.1)-(2.4.7). Let n, n* and n be the density of

e
Ar, Ar* and electrons. We will have the following rate equations for the

formation of electrons and 4s excited states.

dn
W Wm n + k2nen + S (2.4.18)

-= n+kn*

= k n - Wmln* (2.4.19)
dt 1e

where k is the rate of formation of Ar* corresponding to reaction (2.4.4),

k2 is the rate of formation of Ar** by reaction (2.4.5) and we assumed that Ar**

is immediately photoionized by reaction (2.4.7). From Eq. (2.4.17) we have
2 -13 -1 2 -2W = AI with A 1.1 X 10 sec (W/cm2 ) . The term S represents

sources and sinks of electrons, the source being multiphoton ionization of

Ar (reaction (2.4.1)) and multiphoton ionization of impurities. The sink of

electrons would include a diffusion loss term of the form - n. We solve

Eq. (2.4.18) and (2.4.19) with the neglect of diffusion losses and the initial

condition n = n* = 0. The result is found to be, after some algebra

S a t +ae -11 (2.4.20)

e (k 2 +k)n I + -

with (k2+k )n + (X+

a+ = - a_ (2.4.21)

-Wml+ IWmI2 + 4W ml(k2+k)n
a+ = 2 m 2(2.4.22)

The growth of n versus t given by Eq. (2.4.20) is shown in Fig. 2.13. The

exponential growth at late times is due to the first term in Eq. (2.4.20)
+ +

Curves of constant a , shown in Fig, 2,14, indicate that a (or breakdown)

time) will be a functi,.-. if Ipm where 0.5 < m < 0.7 over the range of

parameters considered. The rates k1 and k2 used in our calculations were
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derived from a Boltzmann code written by Morgan at JILA. We used in the

* code the cross sections for excitation that were described previously. The
2.30

momentum transfer cross section was taken from the data of Frost and Phelps

and the total ionization cross section from the data of Rapp and Englander

Golden.2 .31 The inverse bremsstrahlung cross section used was that suggested
2.21

* by Lane and Dalgarno, given by Eq. (2.4.8c). The excitation rates obtained

in the intensity range 10 10 W/cm could be fitted by the relations

k -5x10 1 (cm3/s) (2.4.23)
1

-23 1.28

2.5 x 10 (1/10) (103)) (2.4.24)k2 =I 0.28

10)
2 10)

where I is in (W/cm2). The resulting electron distribution functions at 1010
*11 2and 10 W/cm are shown in Fig. 2.15. The total excitation rate in the inten-

10 11 2
sity range 10 -10 W/cm using Eq. (2.4.8c) is a factor of 2 lower than that

using Eq. (2.4,8b) and a factor of 7 lower than the excitation rate obtained by

Friedland 2 32 whoused the Raizer formula for ka , i.e., Eq. (2.4.8a). The dis-

crepancy is entirely due to the difference in heating rate using the various

formulae, since the bulk (>80%) of the energy absorbed goes into excitation

of electronic states.

2.4.2 Late Time Breakdown Analysis for Argon

When the electron concentration exceeds some critical value, electron-

electron collisions become dominant, tending to make the electron distribution

function Maxwellian. The equilibration time due to electron-electron colli-

sions is: 2.33

0.26 T3/2  4

t = e Q 3.8 x 1 (2.4.25)ee n In Q n
e e

where in the last step we made T = 10,000 K, and took a value of 6 fore

the Coulomb logarithm. This time is to be compared with the electron heat-

ing time and the excitation time. Let C (=3/2 kT ) be the average electron
energy. The electron heating time is
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t - 6 x 10 . 8 ( 1 (2.4.26)
H KnI

- - 119 -3- -41 5
where in the last step we took C 1.2 eV, n 2.5 x 10 cm K 4.5x 10 cm

I is in W/cm2 and p is the pressure in atmospheres. The excitation time is

obtained from Eqs. (2.4.23) and (2.4.24)

1 1-8 -0 41
* t exc Z6x 10 p s.. (2.4.27)(k +k 2)n

1012

*For 1 0 W/cm and p $ 1 atm, we find that the condition t < exc
13 m-3 eecx

occurs when n exceeds 10 cm- . The Boltzmann code written by Morgan allowse
for the inclusion of electron-electron collisions. The effect of electron-

electron collisions on the electron distribution and on the heating rate

(or effective absorption coefficient) is dramatic. We show in Fig. 2.16 two
electron distribution functions obtained with and without electron-electron

collisions, when ne = 1014 cm- 3. The heating rate when electron-electron
collisions are included is two to three times larger than when they are not.

We model the late time breakdown by assuming that we have a two
temperature gas. Let Te be the electron temperature; C = 3/2 kT e , the

average electron energy, and T the heavy particle temperature. The rates

for reactions (2.4.4) and (2.4.5) are obtained by a suitable averaging of the

cross sections over the distribution function. Electron-ion recombination

must be included in the model when the electron density gets to be large

enough. Also, electron impact ionization of excited states becomes important

as the population of excited states builds up. We must, therefore, add

to the series of reactions (2.4.1)-(2,4.5) the following reactions

Ar + 2Ar - Ar + Ar (2.4.28)
2

Ar++ e Ar + Ar** (2.4.29)
2

Ar* + e - Ar** + e (2.4.30)

[
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r

Ar* + e -Ar + 2e (2.4.31)

e + e +Ar -Ar** + e . (2.4.32)

r Reaction (2.4.28) is very fast at atmospheric pressure, having a rate coeffi--0316
cient of 3 x 10 cm Js. It leads to the formation of ion dimers which very

*rapidly recombine with electrons through reaction (2.4.29). Reaction (2.4.29)

has a rate coefficient2 .34 of 0.1 x 10"7 (3001Te)061 cm3 Is where Te is in *K.

Shui and Biondi2 .34 experimentally observed that reaction *2.4.29) leads to

excited argon atoms principally in the 4p state.

We expect, at the high XeF laser fluxes that we are considering, that

the photodissociation of Ar+ will be faster than reaction (2.4.29). We show
2 +

in Fig. 2.17 the potential energy curves for Ar and other excited states of
22.35

the Ar dimer as derived by Lorentz and Olsen. The binding energy of Ar2
22

is 1.24 eV. Photodissociation will occur through the channel.

+12+u + + +
Ar 2  Z ) + hv -" Ar2 (2 Eg) -* Ar + Ar * (2.4.33)

We therefore combine reactions (2.4.28) and (2.4.33) into the following

overall reaction which results in heating of the gas.

*+ +
Ar + 2Ar + hV - 2Ar + Ar (2.4.28a)

The rate limiting step for (2.4.28a) being reaction (2.4.28), we use the rate

for reaction (2.4.28) in reaction (2.4.28a). In a similar way we replace reac-

tion (2.4.30) by

Ar* + e" + hv * Ar+ + 2e". (2.4.30a)

The three body recombination reaction (2.4.32) is extremely important in the

late stages of the breakdown processes since it leads to the formation of

excited states of argon which are rapidly photoionized. It leads to an effec-

* tive plasma absorption coefficient larger than that due to electron-ion and

electron-neutral inverse bremsstrahlung in two body collisions. We replace

* reaction (2.4.32) by
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hv + e + e + Ar+ Ar + 2e (2.4.32a)

The three body recombination rate for reaction (2.4.32) has been studied by
2.3-7 2.38

Gurevich and Petaevskii and by Bates et al.

We model the breakdown by adding to the inverse bremsstrahlung absorp-

tion by the electrons, the effects of reactions (2.4.28a), (2.4.30a), (2.4.31)U
and (2.4.32a). We have three species - electrons, Ar and Ar* - and two tem-

peratures - T and T . Let xe , x and x* be the densities of electrons, Are g
and Ar* normalized to the initial gas density n. Let C be the average elec-

tron energy (= 3.2 kTe ). The five equations describing the breakdown at late

* times are the following

Species conservation:

x e + x + x*= . (2.4.34)

Rate of growth of electrons and Ar*

dx
e= v'x X* + w X* V* x (2.4.35)
SdtWe, V**Xe

dx*
dt = V*XeX - WmlX* " VIXeX* (2.4.36)

Energy equation for electrons and excited states

dr + ix + 1*x*n Ke. x )nP + x (v'+v*x*+v**x)
dt £~xJ en e ci e e

+ WmX,2m -3 X 3 ]

+2W x*- V x (E- -kT) + x hv (..7-l-2m e- kT) h x~ : (2.4.37)
ml M m e 2e

Energy equation for the heavy particles

k - T -vm(T - x kTkx + Rxxe2nh2 h (2.4.38)
2 dt M 2kT e

In the above, v*, V** and V' are the excitation rates corresponding

to reactions (2.4.4), (2.4.5) and (2.4.30), £i(-15.755 eV) is the ionization

potential of argon, Ken and Kei are the inverse bremsstrahlung absorption coeffi-

cients for electron-neutral and electron-ion collisions averaged over a Boltz-

mann distribution of electrons, v is the momentum transfer collision frequency
m
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between electrons and heavy particles, p is the rate corresponding to reac-

tion (2.4.32) and k the rate coefficient for reaction 12.4.28). 0 is the

photon flux in units of (area x time) Following Zel'dovich and Raizer, 2 3 9

we approximate the excitation cross section near threshold by aIC ) - C(C
exc

* - £th) for C > Cth. After averaging over a Maxwellian distribution we obtain

an excitation rate

S3/2 c h C~\ -
- 3.23 x 107 n 22 e (s - ) (2.4.39

exc (~2 E / 2

* wheri C is in cm2/eV, n in cm-3 and £ in eV. We use for argon C - 10 - 1 7 cm2leV

and obtain v*, v** and v' by letting cth be E*, c** and (E** - C*), respectively.

n is obtained by taking the average of Ka (1-xp- 2h ) over a
en a ~~ " ove a

Boltzmann distribution of E, where K is given by Eq. (2.4.8c K is k n
a ci e

where k is given by Eq. (2.3.4a). Using a Gaunt. factor of 1.2 (see Fig.e

2.6 for hv/kT 1 and kTe in the range 1-5 eV), we have

K. 3.5 x10 - 3  3v h5
Ki 3.1/2 h-3 (1--exp- 3 _ ) (cm ) (2.4.40)

£iT/ (hV) 3 C

L where hv and c are expressed in eV.

The collision frequency for momentum transfer Vm has contributions

due to electron-neutral and electron-ion collisions. We have

V m = (x+x*)Va + X Ve  (2.4.41)

where

v=n (2E)1/2 s 4.8 0x1/

a a n 2 (C) - 4.84 x n C(eV) 1/2a () (2.4.42)m- a

and

n in S1 5.54 x 10 "-6  8x 109 -E31 2

V - n nln s (..3e 0.266 T(K)3 /2  C3 /2  ( nl/ 2  s . (2.4.43)
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In the last step, n is in cm 3 and C in eV.

The three body electron ion recombination rate is given by
2'37' 2,40

47r(27r) 1/2 n 2el1n 5.6 x 10-26 n2A (2.4.44)
9 m1/2 9 / 2  () 9/2

.5

where lnA is a Coulomb logarithm of a special kind of order unity.2.
40

The system of differential equations (2.4.35)-(2.4.38) subject to

the constraint given by Eq. (2.4.34) was numerically integrated. Results
10 2

fok the case p - 1 atm, I - 10 WJcm with initial electron concentration
-6 13 -3" eo - 10 (neo - 2.5 x 10 cm ) are shown in Figs. 2.18-2.20. The break-

.. down time is calculated to be 800 ns. The gas temperature and electron tem-

perature remain constant during most of the induction time to breakdown, see

Fig. 2.18 The build-up of the electron and excited state argon population

is shown in Fig. 2.19. The absorption coefficients due to the various absorp-

tion mechanisms are shown in Fig. 2.20. The two most important absorption

mechanisms during most of the delay time to breakdown are electron-neutral
+

inverse bremsstrahlung and photodissociation of the dimer Ar 2 , the first

mechanism being the one that determines the time evolution of the cascade.

Most of the energy is deposited into the gas in the very last stages of the

K breakdown and the absorption mechanisms in order of importance, are: photo-

ionization of Ar** formed either by three body recombination reaction (2.4.32),

or by electron impact excitation on Ar*; electron-ion inverse bremsstrahlung,

and electron-neutral inverse bremsstrahlung. For the case studied the ab-

sorption coefficient reaches a maximum of 30 cm at t - 0.786 ps and de-

creases thereafter with increasing electron temperature. It is interesting

to note that the electron-ion inverse bremsstrahlung absorption coefficient
-1

peaks at a value of 0.6 cm , i.e., is 50 times lower than the recombination

absorption.

The two-photon ionization of Ar*t4s) plays an important role in the

breakdown process. The rate that we used, given by Eq. (2.4.17), is of the

order of the electron cascade time at I - 1010 W/cm 2 , and the value of this

rate constant, for which we have just obtained an approximate value, should
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influence the breakdown time in a significant way. It is possible that Wn

could be 10 to 20 times larger than the value used due to constructive in-

terference of many intermediate states. When we multiply Wml by 10 we find

the breakdown to be 5.8 x 10 s instead of 7.8 x 10 s. At very large
-7

values of W the breakdown time reaches its asymptotic value of 5 x 10 S.
ml 10 2

As I is increased beyond 10 W/cm 2 for p = 1 atm, the breakdown time scales~-l
as I

I
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3. DETAILED MODEL OF QUASI-ONE-DIMENSIONAL FLOW OF A
REAL GAS WITH LASER ENERGY ABSORPTION

-3.1 Introduction

This chapter deals with computer modeling of single-pulse experi-

r ments, and presents work performed over the period from June 1978 through

* - October 1980.

The early theoretical work on the fluid mechanics pulsed laser pro-

pulsion at PSI was based on blast wave theory of a perfect gas in a conical

nozzle, Ref. 3.1. It provided valuable information about 'the behavior of

the gases, the effect of pulse repetition rate, the rocket performance to

be expected, and the interpretation of the experiments. However, it dealt

* entirely with the gas motion after all the laser energy had been deposited

(blast wave mode). It did not consider the absorption process and result-

ing LSD wave. 'It was restricted to "constant -y' gases, so that real gas

effects could only be considered by taking small values of y, the specific

* heat ratio. Radiation from the gas was not considered, and it would have

been difficult to fit into the constant y framework, since the chemical cow~-

position of the gas was not calculated.

In order to improve the modeling, and remedy some of these defects,

a more elaborate computer model of the non-steady flow was constructed. It

* was based on the familiar use of quasi-one-dimensional non-steady, inviscid

flow iin the nozzle, which leads to partial differential equations in axial

distance and time. The effects of laser energy absorption and chemical equi-

librium of the gases were included. The numerical algorithm used was a simple

version of a shock-capturing scheme, which produced LSD waves or shock waves

at the appropriate locations in the nozzle. While radiation losses have

not as yet been included, the gas composition is calculated, so radiation-

loss models can be implemented when developed. A further restriction of

the work, so far, has been to single-pulse operation. Multiple-pulse capa-

bility can be added fairly easily, and is a task for future work.
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The main emphasis so far has been on developing a computational model

that would be useful to aide in the more realistic interpretation of single-

pulse experimental data, with special emphasis on calculation of the energy

absorbed from pressure and shock transit time measurements.

The work des, :ibed in this chapter dealt with the equations of motion,

the equilibrium thermodynamics of argon and hydrogen, the absorption coeffi-

cients of these gases at 10.6 and 0.353 Um, the numerical method of solving

the equations, the calculated results, and their correlation for the purpose

of interpreting the experimental results.

The work was performed over a period of several years, and some of

the writing was also done as the work was completed. Therefore, the material

4 in this chapter follows a chronological order, and reflects the improvement

of various aspects as the work progressed. Section 3.2 presents the equations

of motion used to describe the quasi-one-dimensional inviscid flow,-with

laser energy addition, of a real gas. Section 3.3 describes an early model

of singly-ionized argon, and Section 3.4 the corresponding absorption coeffi-

cient for 10.6 pim radiation. The steady flow of a perfect gas in a nozzle,

which is the initial condition for the flow, is recalled in Sec. 3.5. The

jump conditions across an LSD wave are set forth in Sec. 3.6, since the pulsed-

propulsion flow involves LSD waves when the laser is on. In Sec. 3.7 a set

of similarity variables are defined which are useful in the correlation of

the numerical results. The numerical scheme used to solve the equations

is described in Sec. 3.8. The numerical results obtained with perfect gases

and singly-ionized argon are presented in Sec. 3.9, including LSD waves in

a constant area channel and single-pulse flow in a parabolic nozzle. The

last five sections represent 
improvements over the 

previous work. Interest

in hydrogen as a possible propellant prompted the adaptation of an existing

model of dissociating and ionizing equilibrium hydrogen, presented in Sec.

3.10. Improvements in the absorption coefficient for singly-ionized argon,

and the additional 10.6 Uim absorption coefficients for hydrogen are given

4
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in Section 3.11. An improved model of argon, which includes multiple-ioniza-

tion up to the third ion, is described in Sec. 3.12, and the associated ab-

sorption coefficients are given in Sec. 3.13, including both 10.'6 Um and

0.353 Im radiation. Finally, some early results of calculations for multi-

ply-ionized argon at 0.353 pm are presented and correlated in Sec. 3.14.

r

K

P-
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3.2 Equations Of Motion

We are considering nonsteady flow in a nozzle, in the quasi-one-

dimensional approximation, where all quantities may depend on the time t

and the axial distance x. The cross-sectional area A of the nozzle depends

only on x, while the flow speed u, pressure p, density p and internal energy

per unit mass e depend on both x and t. The gas is heated by a laser beam

of power.P propagating in the negative x direction (upstream). This beam

power may change with time because the laser has a time-varying output,

but as far as the fluid flow is concerned, only x variations of P need be

considered. Changes in P with time occur at the speed of light, and so

may be taken to occur instantaneously at all locations in the nozzle. This

means that time is only a parameter in the laser power term, and no time

derivatives of P appear.

With this model of the flow, the conservation equations for mass,

momentum and energy of the gas in the nozzle are

- CpA) + - (PuA) = 0 (3.2.1at ax

(u)+ MA(P +.P dA (3.2.2)

A (e + R2 + uA + + _ dP (3.2.3)

L2 axJ1Pu p 2 dx

These are written in so-called conservation form, with only derivative terms

except for the right side of Eq. (3.2.2), which has a source term proportional

to the given gradient of the nozzle area.

The laser power obeys the radiation transport equation in the absence

of emission

dp- . kP (3.2.4)
dx L
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where the right side is the absorption by the gas of laser energy, with

aabsorption coefficient k L. The sign is chosen so that the beam propagates

in the negative x direction while being absorbed, so the slope is positive

because both P and x decrease together. From Eq. (3.2.4) the right side

of the energy equation (3.2.3) can be written k P, exhibiting the absorbed
L

laser power as a source term.

The laser radiation transport equation (3.2.4) can be integrated

from x = where the incoming laser power is P0  to give

00

To these four equations must be added specifications of the area

distribution A(x), the laser absorption coefficient k Le the thermal and

caloric equations of state p(p, T) and e(p, T), and the boundary and-initial

conditions on the variables p, u, p and P. They will complete the defini-

* tion of the mathematical problem whose solution will give the response of

the gas flow in the'nozzle to the absorption of laser energy.

The choice of dependent variables in the solution of Eqs. (3.2.1-

3.2.3) and (3.2.5) is somewhat arbitrary. The calculations made in the

present work used p, u, e and P, with the variables p, T and k Ldetermined

from them by the equations of state and the absorption coefficient formulas.

3.3 Simplified Equilibrium Properties of Single-Ionized Argon

One of the major purposes of the computer program is to include real

* gas effects. To this end, the equilibrium state of the working fluid is

needed. So far the working fluid has been argon although the limiting case

of a perfect gas is also available in the computer program. This section

* will present the argon properties used. For other gases a similar approach

can be easily implemented.

An ionizing monatomic gas like argon needs only one reaction

coordinate, which is conveniently taken as the degree of ionization
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a=nI/(nIi+nA) . (3.3.1)

We only consider singly ionized ions so that nI - nE. This limits the ac-

curacy of the thermodynamic model somewhat. Reference 3.1 has a detailed

calculation of argon equilibrium up to 5 atm, 35,000 K, including third

ionization. It shows that the second ion becomes 1% of the number of atoms

at 15,500 K at 0.2 atm and 19,400 K at 5 atm. This indicates the region

in which the assumption of single ionization is valid.

The mass density of the gas is the sum of the masses of the atoms

nAmA and the ions nimA, where we have neglected the electron mass and the

difference between the ion and atom mass.

p = m (n n ) + (3.3.2)

The number densities can then be expressed in terms of ,,'and O as

(1-ci)p 33
nI PS n A = i ) (3.3.3)

mA  mA

The pressure is the sum of the partial pressures of the three

species

P - (n + n + n )kT = (nA + 2n )kT
A I E A I

= (I+L)pRT , R F k/mA (3.3.4)

where R is the atomic gas constant.

The composition a is found from the Law of Mass Action for ioniza-

tion, the so-called Saha equation, which is

P 5 2___/2 Q Q h0mA/kT
- E " - (kT)5/2 ell eft e emA

hA 24LA

-64-



in terms of the partial pressures pi, Planck's constant hp, the ionization

energy hI per unit mass, and the electronic partition functions Qei* In

terms of the number densities, this is

nlnE gT3/2 -h m /kT
-n - e (3.3.5)nA mA

where

2"r Ei 3/2 (qI~Z
I(2) /2 I0 1--etE (3.3.6)

When n. is replaced by a from Eq. (3.3.3), the familiar Saha form appears as
o0

2 .T3/2 -TI/T h mA__M • e T " k " (3.3.7)

The partition function of electrons is 2. Those of the atom and

ion are more complicated, being sums over the energy states. The first termsI
are the ground state degeneracies

QeA 1  'QeI M 6  . (3.3.8)

When these terms are used the partition function factor is 12 and 8 = 1.94E-6

in cgs units. The ionization temperature is 15.755 ev which gives TI

182,837 K. These constants lead to

p 2 T312" -182,837/T
-1 = 1.94E-6 - e (3.3.9)
1-(% P

This set of constants is approximate in that two effects are omitted:

the effect of higher states in the atom and ion electronic partition function,

and the lowering of the ionization potential due to the effect of the free
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electrons on electrons bound in high energy levels of the atom. These two

effects can be roughly taken into account by changing the constants in

Eq. (3.3.9). In the calculations to be discussed later, the Saha equation

was used in the form

2 1 E T3/2 e-182,214/T = Y (3.3.10)

Comparison with the elaborate calculations in Ref. 3.2 shows Eq. (3.3.10)

to be accurate to better than 6% for 2 and 5 atm up to temperatures where

second ion density becomes 1% of the atom density.

The combination of Eqs. (3.3.4) and (3.3.10) provide the thermal

equation of state p(p, T). The explicit expression of a as a function of

p and T is the solution of the quadratic equation

2
ai + Yci - Y - 0,

where Y is the right side of Eq. (3.3.10). The appropriate solution is

Ot = -Y/2 + (Y2/4 + Y)1/2  (3.3.11)

The caloric equation of state is obtained from summing the contri-

butions to the internal energy of the various particles. The atoms contri-

bute 3kT/2 per particle, as do the electrons and ions. In addition, the ions
0

carry the ionization energy per unit mass hI . Thus

Pe =3kT(n + n + n)/2 + nhm
I A E I A

where e is the internal energy per unit mass. Then use of Eq. (3.3.3)

shows that

e 3RT(I+i)/2 + ahI  . (3.3.12)
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The enthalpy per unit mass -is found from the equation of state Eq. (3.3.4)

as

h-e+p/p - 5 RTI+cx)/2 + h0  ( (3.3.13)

These two expressions provide the caloric equation of state as e(p, T) when

I Eq. (3.3.11) is used for (I.

Finally, the speed of sound is needed in the numerical integration

to control the relation between the step size in x and t. The definition of

the speed of sound for equilibrium is

i2

a 2= (p/ap) entropy

By the use of standard thermodynamic derivatives this can be expressed as

-1
2 [nT|1 ,ln (3.3.14)
a ka)T c TkanTp ' p T *(.14a P T Cp T /pH j

a
From the equation of state Eq. (3.3.4), we find

T aln1 (3.3.15a)

( + (aln(l+CL) (3.3.15b)
kalnT) I alnT

while c from Eq. (3.3.13) is
p 

2 o
Cp M 1+F-(alnT) (3.3.16)

The derivatives of a are found by expressing Eq. (3.3.10) in terms of p

and T, by replacing p by the equation of state, yielding
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2 f(T) f CT5/2 -182214/T
e , C = 1.64E-6R (3.3.17a)

1_/2  P/'

~or

cc= (1 + p/f)-/ (3.3.17b)

Differentiation of this, and use of Eq. (3.3.17a) gives

aln(l+a) = -a(--a) (3.3.18a)

aln, T 2

(Bl 10 =c C(-) (. + e (3.3.1b)
BlnT 2 2 RT

(.5 + I) (3.3.18c)

Using the latter derivative, c from Eq. (3.3.16) becomes
p

5 c(l-a) 2 (5+ .o.1
c= R (l+a) 1 + _2 (3.3.19)
p 2 5T

Substituting the first two derivatives into Eqs. (3.3.15), and those 1.to

Eq. (3.3.14) together with c , we finally find for the speed of soundP

2
a - G p/p = G(1+c)RT (3.3.20a)

where
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+ ct -) ( 2 (3.3.20b)

14 (-a) 2 hoi

The quantity G replaces the specific heat ratio y in the perfect

gas speed of sound. We note that for a perfect gas, 0 = 0, Eq. (3.3.20b)

reduces to

1 2 3
G 5 5

so that G = 5/3, the correct value of the specific heat ratio for a

monatomic perfect gas like argon.

3.4 Absorption Coefficient for Singly-Ionized Argon

* The laser energy absorption coefficient kL depends on the absorption

mechanism by which the working fluid absorbs laser energy. For the present

case of pulsed laser propulsion, with gases such-as argon, absorption is by

inverse Bremsstrahlung, depending on interactions between electrons and

neutrals or electrons and ions. The electrons are initially produced by

gas breakdown at the focus of the laser near the nozzle throat.

The absorption coefficient then is the sum of the electron-neutral

and electron-ion contribution.

kL  k LEN + kLEI  (3.4.1)

The electron-ion contribution is the classical Kramers radiation, whose

absorption coefficient at any frequency V is

ehP v/kT( _hPvk

k -a n n - (3.4.2)

including stimulated emission. The cross-section is
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1/23" ~4 ( 2 Z/ Ze__6

= 3.69E8/T /2 V 3 (cm5

where Z = 1 is the charge and e the unit charge. The frequency is related

to wavelength by V = c/A, and for A = 10.6 In (10.6E-4 cm) the cross-

section becomes

ay = 1.63E-32/T1 / 2  (3.4.3)

The number densities can be written in terms of p and a from Eq. (3.3.3),

which introduces a factor mA in the denominator. For argon, mA = 6.685E-23 g

so Eq. (3.4.2) becomes

k = 3.65E12 .2 a 2 e1 3 5 7/T 1 (3.4.4)LITI1/2-1(.4)

where we have used h Pv/k = h Pc/Ak = 1357.

This result does not include quantum--mechanical effects, which are

usually approximated by a so-called Gaunt factor applied to k LE. For the

temperature range of interest, a Gaunt factor of 1.6 is an average value.

When this is applied to Eq. (i.4.4), the final expression for absorption

of 10.6 Pm radiation by electron-ion interaction is

k = 5.84E12 P e1 3 5 7/T - (3.4.5)
LEI T1/2

The electron-neutral contribution has the form

kV = a EN n E - e (3.4.6)
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which again includes stimulated emission. The cross-section is taken

Rfrom Eq. (5.57) of Ref. 3.2, which is

e 2tr(E) (2\E /2 2 E +____(E+ _
0EN = Eev2 IE 3 h + atr (E)

We ignore the difference between the transport scattering cross-section

atr at E and E + hp V, and replace E by kT and V by c/A. Then the electron-

neutral cross-section is

N= 9.09E-28 atrT 3/ 2  + (3.4.7)OEN z r+T_

2.

By using n and n = n from Eq. (3.3.3), and including the factor m in
A *E IA

the constant we find for A = 10.6 An that Eq. (3.4.6) becomes

kLEN = 2.04E17ctrp 2 (I-)T3/2

+ 1357 - e-13') • (3.4.8)

Finally, the cross-section atr is taken from the work reported in Ref. 3.4.

The authors kindly supplied a table for argon, which is reproduced in

Table 3.1.

The total absorption coefficient of argon is then the sum of Eqs.

(3.4.5) and (3.4.8) according to Eq. (3.4.1).

3.5 Steady Flow in Nozzle

The starting cnndition for single pulse laser propulsion is steady

flow in the nozzle. The equations for isentropic flow of a perfect gas in

a nozzle of given area distribution A(x) are well-known. It is convenient

to specify them in terms of the stagnation conditions in the chamber which

* feeds the nozzle, as defined by the stagnation pressure and temperature Pst

and Tst.
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TABLE 3.1

TRANSPORT SCATTERING CROSS-SECTION FOR
ELECTRON-NEUTRAL COLLISIONS IN ARGON

x016 2 i16 c2)

T(eV) a tr 1cm2 T eV) atr

0.0 8.05 0.65 0.470

0.01 6.10 0.8 0.68

0.02 3.74 1.0 1.05

0.03 2.80 1.5 1.74

0.04 2.29 2.0 2.48

0.05 1.84' 3.0 4.07

4 0.07 1.14 4.0 5.8

0.09 0.56 6.0 8.7

0.11 0.342 8.0 11.7

0,14 0.235 10.0 13.8

0.17 0.196 12.0 14.5

0.20 0.177 15.0 13.2

0.25 0.156 20.0 10.4

0.35 0.151 26.0 8.3

0.40 0.182 30.0 7.2

0.50 0.283

I
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The density is found from the gas law:

P = P/RTt (3.5.1)

The inteinal energy and enthalpy are

t / cTt h =et p . (3.5.2)et Cshst etsts

A convenient reference speed is the limiting speed at which the stagnation

enthalpy is converted completely to velocity.

ut = (2ht )1/2 = (2cpTst)1/2  (3.5.3)

The usual isentropic relations for a perfect gas with specific heat

ratio y are

Pst I + 17 M2) Pst = 1 + -1I M2)/Yl

where M is the Mach number.

To find the mass flow we use the mass conservation equation evaluated

0at the sonic condition (throat) M = 1. Denoting quantities at this state by

a superscript , we have

m p u A (3.5.5)

*• The density is found from Eq. (3.5.4) as
• -( 5 2 )1/(Y-1)

= st +--1)

The spead is found from the energy conservation equation as

2 2 2 2
1 2 * 1, 1 . u u-- c-T +-U +-u =--+ -

p Y-1 2
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* 1/2
U Y +

so that the mass flow rate is

P stu , 1,*(/Y

A more convenient form in terms of p s is obtained by using (3.5.1) and

(.3.5.3) to eliminate pst and Tst, giving

p s A l( /2 2(y+l)/2(y-)(356

To find the distribution of properties along the nozzle one needs the

Mach number distribution. This can be related to the area distribution by

the well-known relation

( 2  L LY+ (ix(i 42)
/A L 21 +y 2 1 zM2

For a given A(x), this can be ;olved (iteratively) for M(x). Then all other

properties follow. The density and pressure have already been given in

Eqs. (3.5.4). The temperature and internal energy are found from the energy

conservation equation as

Sst 1 -1 M2  ecT 
(3.6.7)-T= 2 ' v

This same conservation equation gives the velocity, using Eqs. (3.5.3) and

(3.5.7), as

U2  [ c 2- (3.5.8)
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-

These relations completely specify the steady flow in a nozzle of

given shape A(x) when the stagnation pressure and temperature are given,

and provide the starting conditions for the laser-driven wave pulse.

3.6 One-Dimensional LSD Wave

The pulsed laser propulsion scheme discussed in this report drives

U a laser-supported detonation (LSD) wave down the nozzle. This wave is

analogous to an ordinary shock wave, but in addition includes the absorp-

tion of laser-energy into the gas. It is useful to consider the jump con-

ditions which can be reached by absorbing energy, as well as to provide a

- simple case for verifying the correctness and accuracy of the computer pro-

gram constructed to solve the equations of motion presented in Section 3.2.

We will therefore look at the jump conditions across an LSD wave

in the same way the jump conditions across ordinary shock wave are studied.

If we consider a. stationary LSD wave with conditions ()in front and.

conditions ()in back, the usual conservation of mass and momentum hold:
*2

P* = 02v2  (3.6.1)

pP2 2 (3.6.2)pl.plv1 Mp 2 + P2 v2

Here we have used v for velocity because we are using a steady coordinate

system which differs from the laboratory-fixed system in which the non-

steady flow occurs. The relation between u in the laboratory system and

v in the steady wave-fixed system is

vi us - u (3..6.3)

where u sis the velocity of the wave in the laboratory system.

From Eq. (3.6.1) we find

P2v2 ,D us 1. /C/p2  (3.6.4)
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*while from Eq. (3.6.2), using Eq. (3.6.1) we have

2 u 2 P2 - (3.6.
V = IU U -- - (3.6.5)

The energy conservation equation includes contributions from gas

enthalpy h, kinetic energy v 2/2 and the laser intensity I (power per unit

area):

I1 /p 1 v, + hl + 2/= 2 /p 2 v2 + h2 + /2 (3.6.6)

1 / 2 /Pv v2/

By using Eq. (3.6.1), this can be written

2 h 2 h hl - AI/PlVl
V2 = 2 2 (3.6.7a)

~1 2(1 -p/2/

2 h2 " h - AI/P 1 (u - ui)
(u -U) =2 2 (3.6.7b)

s 1 2
I ~~(1 - o/2/

where the change in intensity is defined as

AI = I 1 - 12• (3.6.8)

If the laser energy is fully absorbed, AI = Il, but we will also be interested

in cases of partial absorption, where 12 # 0.

To the three conservation equations must be added the equations of

state, which for the present case of argon is given in Eqs. (3.3.4) and

(3.3.13) as

p = (I+a)pRT (3.6.9a)

5RT(I+a)/2 + ahI  (3.6.9b)

. where C is given by the Saha relation, used in the form Eq. (3.3.17).
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The solution of these jump conditions provides the state behind the

LSD wave when the state in front is given, including the amount of laser

energy absorbed, AI. As in an ordinary shock wave, the speed of the in-

coming flow must be specified, which is equivalent to specifying the shock

speed. However, in the laser propulsion application, this speed is not

known. The situation is completely analogous to combustion waves, where

the chemical heat release takes the place of the laser energy absorbed,

and an additional condition is required to specify the wave speed. In

combustion wave theory, this added condition is the Chapman-Jouguet (CJ)

condition that the speed behind the wave is equal to the sound speed there,

so that disturbances cannot catch the wave from behind. This condition

can be applied to LSD waves for the same reason, and serves to determine

the inflow speed vI, or the shock speed us in the laboratory system u =

Iv1I + ul , if the flow speed in front, u1 , is known in that system.

Although for a perfect gas (a = 0) the solution can be obtained

algebraically, for a real gas it must be found iteratively. A convenient

method is as follows: Eliminate v (_ - p1/p2 ) between momentum conservation

Eq. (3.6.5) and energy conservation Eq. (3.6.7a). Then use the thermal

equation of state Eq. (3.6.9a) to eliminate p2. The result is a quadratic

equation for p2/p 1

A (4-2 + B-L2+C=0

A = (1+012)RT2, C = -p /I

B = (+C 2)RT2 - pI/P -2(h2 -h 1 -I/Pv I ) .

The appropriate solution is

-7 ]-/2 (3.6.10)
P, 2A 2A/ A
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where the sign of the radical is determined from the ordinary shock caseua = AI = 0.

The solution procedure is to assume

p I , T2 and I1/v, with 12 0

* and calculate all ( ) thermodynamic quantities.

Then we guess p2' find a2 and h2 from Eqs. (3.3.17a) and Eq. (3.6.9b),

find p2 from Eq. (3.6.10), and use it to find p2 from Eq, (3.6.9a). We iter-

* ate on p2 until the guessed value equals the computed value. Then v can be
21

found from Eq. (3.6.5) and I from the assumed value of I /v . This gives

an LSD wave for the assumed value of T and I /V which has v from Eq. (3.6.4)
2 nd 1v 1 whc2a ro q 364

and a speed of sound a2 from Eq. (3.3.20). It will not necessarily satisfy

the CJ condition.. We can then iterate on either T of I /v to find a solu-
.2 1 1-

tion which has v2 = a2.

A computer program to find LSD waves satisfying the CJ condition has

been written following this procedure, and the iterations can be made to

converge satisfactorily.

For a perfect gas, the solution can be accomplished algebraically.

For that purpose we use Eq. (3.6.9b) in the form (a = 0)

h = yp/(y-l)p

in Eq. (3.6.7a) and substitute for p2 from Eq. (3.6.5). This leads to the42
quadratic for the density ratio in the form

A, + p1]Q p2 ~2 (1 1 1~-
- I--_ I+ + + = 0 (3.6.11)

y[2 3v . y-l p v2]\2 p. 1 p 2 2/

The CJ condition can be written, using the perfect gas form of the speed of

sound and Eqs. (3.6.4) and Eq. (3.6.5), as

-
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r~ 2
2  -12  2 V- .1

Solving for p2/P1 gives

P2 y- +

P1 1 2 p /P 2

If this is used to eliminate p2/Pl in Eq. (3.6.11) the result is

1 1 _i _ i__ 2
-=

PV3 2 2Y(-11lM2

where M1 = v2/(yp /Pl) is the wave Mach number. For high speed waves,

M1 >> 1, the last term is unity and the wave speed vI is found to be

, 2i(y2_l)/pl ] / . (3.6.12)

This is the result found by Raizer in Ref. 3.5 for hypersonic LSD waves

in a perfect gas, showing that the speed varies as the cube root of the ab-

sorbed laser power.

The procedure outlined above will find the jump conditions across an

LSD wave for given gas properties in front, and given T2 or I1/v I . It can

also be used to find the state of the gas in the LSD wave after only a por-

tion of the laser energy is absorbed. For this purpose, we treat the state

) as an intermediate state where only part of the laser power, AI, has

been absorbed. But the wave speed v1 is already found under the condition

that all the laser power I has been absorbed. Thus we can use the pro-

cedure outlined above for given values of Al and v1 to specify AI/v and
1 1

iterate on T2 until the correct known value of v is obtained. If we do

this for a range of values of AI from 0 to Ii, we can find a kind of struc-

ture of the LSD wave as a function of absorbed power. Notice that the

I-
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solution for the value Al Q is an ordinary shock wave travelling at the

LSD wave speed, before any power has been absorbed.

A number of LSD wave solutions in real argon have been foiind.

Figure 3&1 shows a plot of T 2and wave speed v, = v LDvs laser intensity I

The initial state is-p1, - I atm, T 300 K. The wave speeds are lower

than the perfect gas argon speed from Eq. (3.6.12), also shown, but the

dependence is close to 1I1/ since the two speed curves are nearly parallel.I
The reduction in speed is a result of energy going into internal degrees of

freedom rather than into driving the wave; i.e., y is lower than 5/3 in

* Eq. (3.6.12).. The temperatures are quite high, reaching about 18,500 K
2*at 10 MW/cm . The structure of one of these waves is shown in Fig. 3.2

as a function of the percent of the laser energy absorbed. The initial

ordinary shock wave produces large jumps in p and p 1 which then decay as

* the wave absorbs energy. The temperature continues to increase, however,

* reaching a very slight peak near the back of the wave before decreasing

to its final value. We expect this same behavior in the waves driven down

the nozzle in the nozzle in the unsteady laser propulsion case.

*3.7 Similarity Variables

one of the purposes for solving for the 'flow in the nozzle is to

aid in the interpretation of the experimental data. Measurements of the

arrival of the LSD wave pressure pulse at stations near the end of the

* nozzle are being used to infer the energy put into the gas by the laser.

* The flow solutions trace the time history of the LSD wave location for

a given laser power. If we can extract from the flow solutions a simple

relation between laser energy and arrival of the shock at the measuring

station, we can infer the energy put intr. the gas in a particular experi-

mental shot. In other words, we need a method for correlating the x-t

o trace of the wave location as a function of the controlling physical

variables.

A useful guide to suc' a correlation is found in the similarity

solutions for blast waves in hypersonic tunnels, Ref. 3.6, by Mirels and
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Mullen, and in the previous work on fluid mechanics in the present program,

* Ref. 3.1, by Simons and Pirri. In these studies, solutions were obtained

N for the hypersonic flow in a nozzle generated by an instantaneous deposition

of energy just downstream of the throat. The flow equations are the present

Eqs. (3.2.1) and (3.2.2), plus the condition of isentropic flow behind the

shock wave, which replaces the energy conservation relation, Eq. (3.2.3),

because the laser energy is assumed to be all absorbed instantaneously at

time zero. A perfect gas (constant y) is assumed. The jump conditions

across the blast wave (an ordinary hypersonic shock wave) are the usual

Rankine-Hugoniot equations in the limit of high shock Mach number.

The geometry ot the nozzle is taken to be a power law variation

of A with x, i.e.,

I-Y[a

A x) 6x .(3.7.1)

For a conical nozzle, a =2, and for a parabolic nozzle, a = 1, for-

[ ",

shock wave, given by

s Ct 2/, bEt/ (3.7.2)

where E is the energy deposited to create the blast wave, and u. and m are

the limiting velocity and mass flow rate of the flow in the nozzle before

the blast is set off, as intrc-'2ced in Section 3.5. The quantity I bis a

* function only of y and aT, the gas properties and nozzle shape.

For a given nozzle shape and gas, then, the shock trajectory depends

only on the energy deposited, E and the ratio in/u V This latter ratio

characterizes the mass in the nozzle up to x , because the continuity

equation for the nozzle flow before the blast is in = puA. But u u

in the hypersonic flow approximation so A = t/u,, a constant.
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However, for large T, which. means large t, small E, large m or large u£,

I the corrective term T dominates. The shock is weak and just drifts along

*- at nearly the flow speed uZ. In a nozzle with expanding area the.shock

weakens continuously, and eventually the T term will dominate. Of course,

* .Eq. (3.7.6) is an ad hoc correction, rather than an exact result, but it

gives the correct limits and should be a correct guide to what we expect

* from the computed results.

* 3.8 Numerical Method

The method for solving the partial differential equations (3.2.1 -

- 3.2.4) that we chose is a so-called "shock-capturing" method, in which the

"* conservation form of the equations is represented in finite difference

form in such a way that shock waves are generated automatically, with a

thickness of a few mesh points in x. There are a number of such finite

difference schemes, of varying degrees of complexity, with accuracy usually

increasing with the complexity. We have chosen to use one of the simplest

-ones, known as the Lax method, and first set forth in Ref. 3.7.

U IIn one space dimension, the Lax method deals with an equation of

the form

aw aF(w) -

3t ax

The space derivative is represented by a first central difference

(~/~).=(F,+1 - F,_.1)12Ax (3.8.1).,

where the subscript denotes the value at the x location. The source term

, S is represented similarly by

- Si 2Si+l + "i]1 (3.8.2)

S<. Finally, the time derivative is represented as
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where the superscript is the time location, and

n n n wn -2wn + w 1w i+ w _'l 12 =. w . 2w/2

The use of instead of w in the time derivative introduces a viscosity-
i

like dissipation term which enables the shock-capturing to occur. This can

be seen by writing out the time derivative in detail as

/n+l -n /t (wn  n n >2t

(sw/at) w  - ) t - i+I- 2wi + w i  /2t.

The second term is a central difference representation of 32w/ax2 times2/At2
(Ax) /At. Such a term would arise from a viscous-like dissipation term

* 2with "viscosity" (A x /At, so we expect the diffusion of the shock over

several mesh points to depend on this ratio.

All the terms in Eqs. (3.2.1) - (3.2.3) are of the form of one of

the-three terms in Eqs. (3.8.1) - (3.8.3) so they can be written in finite

difference form. Eq. (3.2.1) becomes
n+1

[A ±P~+ - (A i+1 P±+i.+ A ilPi.1 ) /2] t

+ [A i+iPnlUil - Ai iP nlUi n /2Ax = 0

while Eq. (3.2.2) is

[ n+I n+l A n + A n un
i i ui Ail i u i-1 i 1 i 1

+ [A (p n + Pn Un2 1) A ( n + P nun2,]l, 2Ax+ i+l ( i+l +  i+n U+l- A i-i i i-~- 2

n4 ni[dd- i+* pil + (d/dx _ 1 /2
[~Adx~ 1  i.+ 4 Pi..l

The first of these can be solved fop n+p as
i
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.f-I

"Pl (A i+loi+2 + A i-lPi-l Ai

U [An- A P ] At/2,xAi  (3.8.4)
,:,~1+ -+ 1 -1 llli_ 13..4

while the second can be solved for u.+I as

;on+l /A Pn n n /2 -_ +I
u (Ai+I i+lui+2 + A p ±. /2APl it

+ n un2 n n n2 n+l
[A..A -,U. At/2AxAi i- iA+(i+I + i_1 i() A1i(i - +

+ j(dA/dx)i+ pin1 + (dA,/dx). n At/2A P+l (3.8.5)

These equations enable us to advance p and u by one time step if

all conditions are known at the previous time step. "

The energy equation can be treated similarly. The term on the right

is the laser heat addition term, and can be treated in several ways. We

have chosen to write it as a derivative according to Eq. (3.8.1) so that

Eq. (3.2.2) is

{A.P,+l (n+I + (+1) 2/2) - [Ai+iPn+1 (.o' + /2)• i ei iil i+1 u i+l/

+ A-P-n I + u n /2 /At[ _ _ ( e _
[A n n + n / n n2

+ Ai+lpi+e i+1 i+l i+l i+l

n n n n n 21

- A _iPiUi_(eni_ + Pi/pil + U -1/2)] /2&x

(,n _ n )/24.

n+l
Y This is solved for as
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+ n+l -  + (/2 + 2 -1

rnn /n n n n
.-1 n 1  n + Ui /2 Ai-lPi-i i-+ u_, () io

+ i+i/ il2 + _ /2)

-". n n l + n/ n n2 / l)

. p un (en_ + p n.1  + un2/2 At/2cA . (3.8.6)

We can now advance e by one time step.

With e and p known, the thermodynamic relations of Section 3.3 now

enable us to find a, T and p, completely defining the state of the gas at

time tn+l at x.. The remaining variable which must be advanced is the

. laser power P, which is found from Eq. (3.2.5). This can be written in

the form

P = Pi exp kL d

•x

whose finite difference expression is

P -p. exp[-(ki + ki) /]. (3.8.7)

Once the thermodynamic properties of the gas are known at tn+l, the ex-
pressions in Section 3.4 define k at that time. Then the field of P(x)

L
can be determined from Eq. (3.8.7), beginning at an x station greater
than the current shock position, where P - P , the incoming laser power,

0and moving toward x = 0 by successively reducing i. Notice that P 0can

* be a function of time if the laser power varies with time. Changes of P

with time propagate with the speed of light, which is instantaneously on

the time scale of the flow, so that such changes are accomplished merely

by starting the difference equation (3.8.7) with the value of P0 at the

new time.
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We have now described the relations used to specify the variables

at each point in space and time. To advance a step in time the finite dif-

ference expressions for p, u and. e must be swept simultaneously through

the range of x from x - 0 to a value x -xf which the shock wave has not

yet reached, so the values there are still the initial conditions. This

* gives a criteria for stopping the x integration. Then Eq. (3.8.7) for P

is swept backwards from x f to x - 0, using P 0(t) as the value of P at xfo

The point x - 0 is taken to be the nozzle throat. A boundary con-

dition at this point is needed to start each sweep over x. In actuality

there are fluid mechanical effects felt upstream of the throat. However,

the high pressures induced by laser absorption will effectively stop the

flow through the throat until the wave has advanced far enough so the

pressure at the throat has fallen below the unchoking value. Therefore,

the throat will behave like a wall, so we impose a reflection boundary

condition there. This means that we introduce a 'fictitious station &t*

x - -Ax, and set all the thermodynamic variables there to be the same as

those at x - Ax, except that u is the negative of its value at Ax. Then

we can use the finite difference equations (3.8.4) - (3.8.6) starting at

- 0, with the xl Ax values so specified. There is no need for such

a condition on P, since it obeys only a one-step difference relation,

5 Eq. (3.8.7), and is swept backwards to x - 0, where a value is found.

If this value is greater than zero, some of the laser energy has penetrated

the gas and been lost. The computer program keeps track of this lost energy.

A choice of Ax and At must be made. These quantities are not in-

dependent since they must satisfy the Courant condition

At <Ax/uia) (3.8.8)

* for each interval Ax. This condition states that in the time interval at

a wave moving at the sound speed a relativeto the local flow speed u will

not cross an interval Ax. It is a requirement for stability in the type of

time-marching problem being considered here. To be in accord with this
* requirement, At is chosen by calculating u+a at each xi, finding the largest
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* of these sums. This is then multiplied by 1.1, and divided into Ax to
find At for the next time step.

The main difficulty in implementing this Lax scheme in the present

*calculation is the continually expanding regime of x. As the wave moves

downstream, the sweep in x must cover the distance from x = 0 to x - xf

past the shock at each step, a distance which continually increases. If

* Ax remains fixed, we mus-t continually add more x stations which takes more

and more computer time and capacity. Furthermore, the smaller Ax, the

smaller the time step allowed by Eq. C3..8.8), and the more machine time

* needid for the shock to reach a given distance.

To overcome these difficulties and perform the calculations in a

reasonable time on a moderate-sized computer, we used a scheme in which the

number of x stations were fixed, and when the x scale had to be expanded

* Ax was increased. We used 500 x stations and began with a Ax such that

*the 500 stations covered a distance twice the length of the hot region

used to initiate the laser absorption, which is described below. When the

F shock reached the edge of this x region, then Ax was doubled, the x sta-
tions in the original region were thinned to 250 by eliminating every other
one, and 250 new x stAtions were added, so the x region now covered was
twice as large as the first region. The calculation continued until the

shock reached the edge of the new region, when the doubling and thinning

process took place again. The calculation proceeded this way with a number

of doublings of Ax, until it was large enough to encompass the full x dis-

tance desired in 500 stations. At each doubling, the allowable At also

increased according to Eq. (3.8.8), and so did the distance over which the

shock transition occurred, since it is always several values of Ax.

* However, in the calculations to be presented, the largest value of Ax is

* 0.0512 cm, so the shock thickness is not a significant problem.

- The starting conditions in the nozzle were those of steady flow

from a given set of stagnation conditions, as described in Section 3.5.

1 However, this is cold flow, since the stagnation temperature is room

temperature. Some method for initiating laser absorption is needea.
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In the experiments performed, this was accomplished by focussing the laser

to a small spot just downstream of the throat to cause gas breakdown. To

simulate this in the calculations, a short region of the nozzle starting

at the throat was filled at t - 0 with a high temperature, high pressure
1.-

gas, which would absorb laser energy. This region was short enough so that

h pthe energy it contained was a negligible fraction of the laser energy in
a pulse. The absorption occurring in this initiation region was enough to

start the LSD wave formation process and allow the calculation to proceed.

The initial Ax was chosen as 1/250 the length of this hot initiation region,

so the initial x region, with 500 stations, was twice the initiation length.

3.9 Results for Perfect Gases and Singly-Ionized Argon

A computer program LSDNS was constructed to solve Eqs. (3.2.1) -

(3.2.4) by the method described in Section 3.8. It accepts a given nozzle

area distribution A(x). The gas properties for a laser energy absorption

case are those of equilibrium argon given in Section 3.3, with the 10.6 Vm

absorption properties given in Section 3.4. The program will also compute

blast wave solutions with no laser absorption, starting from a hot, high

- temperature initiation region at the throat. For this purpose, the gas can

be either real argon or a perfect gas of constant y.

The program has been exercised in both modes. In the absorbing mode

it has been used to study the way 10.6 1Jm radiation is absorbed in real argon

as a wave is driven down the nozzle. In the non-absorbing mode it has been

-. used to study the.difference between the ideal blast wave theory of Refs.

*. 3.6 and 3.1 and the present theory, which includes non-hypersonic shock-

waves, a finite hot gas initiation zone, and real gas effects.

In order to check the code and the numerical method, some calcula-

- tions were made in a constant area channel for a constant-strength LSD wave,

to see if the code could reproduce the properties of such a wave. These

*- check runs will be described first, before turning to variable area calcula-

tions pertinent to single-pulse laser propulsion.
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3.9.1 Constant Area LSD Waves

To produce a steady LSD wave, the area distribution was set equal

to a constant. The boundary condition at x = 0 was changed'from the re-

flection condition described above to one in which the properties at x 0

were held fixed at the conditions behind the LSD wave it was desired to

reproduce. These conditions were obtained by solving the equations given

in Section 3.6. The calculation was begun with all x stations (except

x = 0) at the conditions in front of the wave (with u = 0 there). The

program then produced a wave which progressed down the channel, and this

wave was analyzed to see if it was the expected LSD wave.

*.. The first case run was an ordinary shock wave with no laser flux,

moving into argon at 2 atm, 300 K. The wave strength was such that the

4. temperature behind the wave was 14,931 K. The speed of the wave calculated

from the jump conditions was 4.46E5 cm/s. In the LSDNS program, Ax was

F taken as I.E-3 cm. A sample of the results is shown in Fig. 3.3 as pro-

files of T and p vs x, at 6 different values of time (TMD) as listed on

the plots in )Is. As in all the LSD wave plots to be shown, T is normalized

by the value behind the wave (14,931 K in this case) while p is normalized

with the density behind the wave (7.97E-3 g/cm ).and the perfect gas speed

K': of sound at the normalizing temperature. It is seen that a very steady

wave is produced quickly. There is a slight (1%) overshoot in T at early

times, whose amplitude dies out at later times. The pressure has an

undershoot of similar size near x = 0. To calculate the wave speed one a

must choose a point on the profile and follow it in time. Since the pro-

Kfiles are very flat, choosing a point to follow is difficult. If one

chooses the point at which p is a maximum, the average speed of this point

over the time interval from 0.1639 to 0.8118 Ps is 4.36E5 cm/s, which com-

1pares very well with the value 4.46E5 cm/s found from the jump conditions.

So it appears that the program can develop a correct shock wave.

We then calculated an LSD wave in real argon by the same method. We
2

chose a case with laser intensity I = 14.12E6 W/cm , for which the jump

conditions of Section 3.6 give T2 - 19,905 K and a wave speed of 4.71E5 cm/s,
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starting with I atm, 300 K, The results of a calculation for this case

are shown in Fig. 3.4, using Ax - I.E-3 cm in LSDNS. There is now

1.6% overshoot in T at the shock front, and a 22.4% overshoot in p.

* .. The jump conditions give profiles which indicate a 0.9% overshoot in T

° when the laser is 90% absorbed and an 80% overshoot in p before any

m absorption has occurred. LSDNS is not able to resolve the shock well

enough to show the large pressure overshoot, but does produce some over-

shoot after laser absorption, which occurs in about three Ax steps. The
wave speed can be followed using the pressure peak location, and from

0.1811 to 0.8872 Ps gives 4.70E5, which is almost exactly the jump condi-

tion value. Again LSDNS has given a steady wave, this time with laser

absorption, at the correct speed. It is not able to correctly produce

the details of the wave profile during absorption, but ths is not to be

expected, since the shock-capturing numerical method includes an artificial

viscosity, mentioned in Section 3.8, which falsifies the actual wave.struc-

ture. The important feature is the ability to produce the correct wave

speed and settle down to the correct jump conditions when the laser energy

is completely absorbed.

*The results for one more constant area case are instructive. This

is a lower intensity case of I - 3.65E6 W/cm into 1 atm and 300 K which
0

T2 = 14,931 and a speed of 3.65E5 cm/s, according to the jump conditions.

The profiles are presented in Fig. 3.5, for Ax = l.E-3 cm and show a much

different character than before. The profile is not steady, but develops

an increasingly pronounced temperature plateau with a further increase to

another plateau at 10% above the final LSD wave value. The pressure rises

to a plateau and then drops when the second temperature increase occurs.

This character, which is quite different from that seen in Fig. 3.4, de-

velops in time from a profile at the earliest time plotted which is more

like the one shown in Fig. 3.3. The later profiles show a delay in laser

absorption, which takes place about 0.05 cm behind the shock front, instead

of simultaneously with it. During the absorption, the pressure is nearly

r constant. The speed of the shock wave for the last three time steps is

9-
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-. calculated from the maximum pressure or density point to be 3,24E5 cm/s which

is significantly lower than the 3.65E5 cm/s given by the jump conditions for

an LSD wave. However, the flow may not yet have reached stoady state.

Clearly, the program is not producing a sharp LSD wave in this case,

but is approaching a configuration more like an ordinary shock wave followed

by a constant pressure absorption zone. We do not know if this configuration

will reach a steady state, or will change to some other configuration as the

*. wave progresses down the channel.

The same calculation was repeated with only one change, Ax = 2.E-3

cm instead of l.E-3 cm, and the resulting profiles are shown on the same

scale in Fig. 3.6. Here we see a return to the LSD type of profile with a

combined shock and absorption zone, small overshoot in T and large over-

shoot in p. This wave travels at 3.65E5 cm/s, the same speed calculated

-from the jump conditions, and is clearly an LSD wave. So at this low in-
2. tensity, 3.65E6 W/ci , we have been able to produce both an LSD wave con-

figuration and one where the shock and absorption zone become separated,

merely by changing Ax by a factor of two. In both cases, however, the laser

energy was absorbed. The location of the absorption zone changed, not

the over-all amount of absorption.

This dependence on Ax is a reflection of.the presence of the ab-

sorption length scale in the LSD wave. The laser energy is absorbed in a

length whose order is the inverse of the absorption coefficient k . For all
L

the energy to be absorbed in the shock wave, the thickness of the shock

4 must be comparable to this absorption length. The thickness of the computed

shock depends on the ratio (Ax)2/ AT, which appears as an artificial

kinematic viscosity in the numerical method, as pointed out in Section 3.8.

*. In fact, using the relation between viscosity and mean free path, and re-

membering that a shock is a few mean free paths thick, we can write the

shock thickness as

K= (Ax) 2/aAt

.-100-
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where & is the speed of sound behind the shock, and K is a constant of
1

order unity. But we have also had to use the Courant condition Eq. (3.8.8)

* to relate 6x and 6t to insure the stability of the numerical procedure.

This may be written

Ax K2 Cu+aldt

. where K is a constant slightly larger than unity. Combining these two
2*

* . shows that

6s = K K2 Cu+a)Ax/a

which means that the shock thickness is proportional to Ax.
I-

To absorb all the laser energy within the shock wave requires the

thickness 6s to be of the order l/kL , or 
6 skL - 0(1). Since 6 8 O(Ax),

this means that k Ax cannot be too small, or the absorption will not occur
L

in the shock wave. In the high intensity case of Fig. 3.5, kL in the

absorption zone is about 3.E3 so the product k Ax - 3. In the low intensity
L

case of Figs. 3.5 and 3.6, k is 2.E2 to 5.E2. For the case which behaved
Llike an LSD wave, Fig. 3.6, kL Ax = 0.4 to 1, while for the case which ab-

sorbed behind the shock, Fig. 3.5, kL Ax = 0.2 to 0.5. This gives some

indication that LSD wave solutions require kL Ax close to unity or above.

The lower the intensity, the cooler the wave and the lower k L . Therefore,

larger. Ax will be.required to make the absorption occur within the shock

wave.

3.9.2 Variable Area Nozzle Blast Wave Calculations

We next turned to calculations in a nozzle shape in which experi-

ments were made. The shape of the nozzle was initially parabolic, so the

• . square of the cross-sectional radius was proportional to the axial distance,

measured from zero radius. The throat radius rth occurs at x - 0 in the

coordinates used for the calculations so
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2 2 2
rp P Cx r th AP CX = r h th(3.9.)

The particular experimental nozzle for which calculations have been done

had C = 1.27 cm, r h = 0.09906 cm so that

ACx) - 3.9898x + 3.0828E-2 (3.9.2)

dnA/dx - "rC = 3.9898

In addition to the parabola, some calculations were made with a conical

extension to the parabola at x = x, which matched the radius rm and slope.

This case then has the equations

,-- )1/2

rC  C(x-x)/2r + r , r Cx + )- m m m h

2 dA C(x-x)
C C C ___

A (x)=7jr *dx +r lJ(.93

The only new parameter required to add the cone is the matching station x. . m

In the calculation reported here, the value of xm was set at 10 cm, the
m

value used in the PSI experiments.

The time dependence of the laser pulse coming into the nozzle was

defined to be either a constant flux from t - 0 to a cut-off time, or a

linearly decreasing pulse from an initial value at t = 0 to zero at the

cut-off time.

As described above, the starting state of the flow in the nozzle

was isentropic flow of a perfect gas with specified stagnation pressure and

temperature, which then determined the mass flow rate m in the nozzle.

To initiate the wave, a region of the nozzle from x = 0 to x - XIC was

filled with hot gas at some specified initial state, and then the program

was turned on.
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If a blast wave type of calculation was desired, enough initial hot

gas was inserted to contain the desired amount of energy E which would

generate the blast wave. No laser power.P was used for this type of cal-

- ~ culation, since the energy in the initial hot gas represents instantaneous

deposition of the laser energy before the calculation starts. If an LSD

*wave calculation was desired, a very small amount of hot gas was used, just

enough to start laser absorption, but with an insignificant amount of energy

compared to that to be deposited by the laser.

most of the runs made so far were of the blast wave type, because

" - we were'interested in finding a relation between the energy deposited and

the time of the shock arrival at a measuring station. The idea was to infer

* the energy deposited in the gas from the measurements.

A table of th, runs made in the blast wave mode is given in Table 3.2.

The heated zone distance was always chosen at XIC = 0.1 cm. The densities

in the heated zone, pIC, were chosen in various ways. For Run 1, it was

*chosen as approximately the value at x = 0.1 cm in the starting cold flow

state. In Runs 2 and 3 it was taken as the value in the cold flow at the

throat. In Runs 5-11 it was chosen as twice the density in the cold flow

* at x - 0.1 cm. The internal energy of the hot gas was then chosen so as to

give the desired total energy in the hot gas slab. Given these two thermo-

*. dynamic quantities, the state of the hot gas was completely defined, and

the pressure and temperature could then be calculated from the perfect gas

law or from the equilibrium argon relations given in Section 3.3. The re-

sulting initial temperatures and pressures are quite high since a large
L. . 3

amount of energy is contained in this gas, whose volume is only 0.023032 cm

for the nozzle described above. For real argon, the temperatures are far

above the validity of the singly-ionized model of Section 3.3, but the

correct energy is included,. and the properties of Section 3.3 are used

consistently throughout the calculation. The gas cools rapidly after the

calculation.starts, and most of the flow is in a regime where single ioniza-

tion is a good approximation.
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Some sample results from these calculations are shown in Figs. 3.7

I and 3.8. They are profiles of T, p and u vs x at several times, as listed

in P~s at the upper right of each figure. The temperatures are given in

10 K, the pressures are normalized by 34.2 atm and the velocities by

l.86E5 cm/so while x is in cm. The progress and decay of strength of the

blast wave as it moves down the nozzle are shown. The thickness of the

* shock jump increases as it moves because Ax increases, starting at 4.E-4 cm

at t-- 0. The shock near x - 4 has Axc - 2.28E-3, the one near x -11 has

Ax =2.56E-3, and the one near x - 20 has Ax = 5.12E-3.

- Figure 3.7 is- from Run 20 in perfect argon, while Fig. 3.8 is from

Run 9 in real argon. The energy, stagnation conditions and initial hot gas

* . density are the same, though the hot gas temperatures and pressures differ,

as shown in Table 3.2. They both show similar character. There is rapid

- decay of pressure level as the flow moves into the rapidly expanding nozzle,

*with the perfect gas case having higher pressure.- There .is some difference

in the temperature profiles, which is to be expected because the internal

adegrees of freedom in real'argon absorb energy which must appear as tempera-
* ture in the perfect argon. The latter shows a rather flat temperature

* plateau behind the shock for a large portion of the distance, while the

real argon shows a small plateau followed by a slow rise in temeprature.

The velocity profiles are quite similar, though the perfect'gas run has a
* higher velocity level, since it does not have the internal energy sink.

- The flow in the nozzle is initiated by a hot gas region, and the

location of the interface between- the initially hot and cold gas can be

followed by mass conservation. This interface is similar to the contact

* surface in a shock-tube flow, and in fact the present flow is much like a

* shock tube flow with a very thin driver section and an expanding nozzle

for the driven section. The location of the interface is marked on each

profile in Figs. 3.7 and 3.8 by a tic mark. It progresses down the nozzle,

but much more slowly than the shock wave.
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Fig. 3.7a Calculated temperature profiles for a blast wave in a
nozzle. Perfect argon, with starting stagnation conditions-
of 1.3 atm, 300 K. Run 10
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Fig. 3.7b Calculated pressure profiles for a blast wave in a nozzle.
Perfect argon, with starting stagnation conditions of 1.3 atm,
300 K. Run 10
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Fig. 3.7c Calculated velocity profiles for a blast wave in a nozzle.
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Fig. 3.8c Calculated velocity profiles for a blast wave in a nozzle.
Real argon, with starting stagnation conditions of 1.3 atm,
300 K. Run 9.
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The most noticeable difference between the real and perfect gas

cases is the time for the shock to reach a given point. The perfect gas

shock moves much. faster, reaching 19 cm in 35 Vs, while the real gas shock

takes 46 Ps to reach that station. This again can be attributed to the

investment of energy in the internal modes in a real gas, leaving less

energy in the form of pressure to drive the shock wave.

Our interest in these blast calculations is primarily in the shock

wave trajectory, as pointed out above, since we have made experiments

measuring shock arrival at certain nozzle stations, as indicated by a

steep rise in observed pressure. Therefore, the time history of the maxi-

mum pressure point was correlated, using the similarity variables described

in Section 3.7. As given in Eq. (3.7.4), these are

= T = tl(El;u,). (3.9.1)

The energy, mass flow rate and limiting velocity are given in Table 3.2

for each run, so the similarity variables can be found from t and x at.. P

the maximum pressure point.

A log-log plot of & vs T is shown in Fig. 3.9 for the three perfect

hydrogen runs, 5, 6 and 7, which were all made with the parabolic nozzle

without the conical extension. The points for Runs 5 and 7, which differ

only in having E = 2 and 1 joule, fall almost on top of each other. The

points for Run 6, which has low values of Pst and Tst, and therefore, low

values of m and u', fall at much smaller values of C and T. However, all
L p

three cases fall quite well on a single curve over six decades in T and

four decades in t. This confirms the scaling in E over a factor of two,

in m over a factor of 10 and in ut over a factor of 10 indicated by the

use of the similarity variables.

Based on the "corrected" expression for the shock trajectory

suggested in Eq. (3.7.6), we have made a least squares fit to the calculated
2/3

points using the two terms T and T . The result is
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9 1.353 2/ + 0.82.12T (3.9.2)

which is shown in Fig. 3.9 as the solid curve. The "corrected" blast

wave relation Eq. (3.7.6) for a diatomic gas is

- 1.4532/3 + T (3.9.3)

*since Ref. 3,5 has I b 0.733 for y -1.4 and a parabolic nozzle. This is

* the dash-dot curve in Fig. 3.9, and is quite close to the fitted line but

*slightly higher. The good agreement between these two curves is an indica-

*tion that the present perfect gas-calculations are a correct solution of the

*flow problem and that the simple correction to ideal blast wave theory to

account for the speed of the flow in front of the shock is a good approxi-

mation. That the correction is needed at large T can be seen by plotting

*the ideal blast wave trajectory for this case, from Eq. (3.7.3), which is

S1. 453T 2/3  (3.9.4)

*This is the dashed straight line in Fig. 3.9, and shows a divergence from

* the other two curves above T = I.E-3, becoming quite large at the larger T,

where the shock is not hypersonic relative to the flow in front.

A similar plot appears in Fig. 3.10 for perfect argon, from Runs 1,

- 3 and 10. The first two use the parabolic nozzle, while the third uses

the conical extension at x = 10, but only the two points at the highest

values Of T are in the conical section, one at 12.3 cm and the other at

*19.0 cm. The results for Runs 1 and 10 fall very nearly on the same curve,

though they differ by a factor of two in energy. The points for Run 3 fall

4 well below the others. This is attributable to the initial density, which

for Run 3 was taken very high, namely the sonic density of the cold starting

flow. For Runs 1 and -10 this density was taken as much lower, corresponding

to the cold'flow density at the downstream edge of the hot initial flow

I for Run 1 and twice this density for Run 10. The lower densities are more
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realistic as initial conditions, and the points for Run 3 will be ignored,

* but they do show that a dependence on the initial hot gas conditions can

exist if these conditions vary greatly.

A least-square fit to Runs 1 and 10 is shown in Fig. 3.10 as the

* solid curve. it has the equation

Cs 1.674T21  + 0.7499T .(3.9.5)

The corre~sponding result from corrected blast wave theory, Ref. 3.5 is

found with I1 0.436 as
b

&S 1.728T2' + T (3.9.6)

_4
which is the dash-dot curve in Fig. 3.10. It again shows a slight difference

from the fitted curve, being slightly higher, though the-differences are not

large. If we use the ideal blast wave trajectory, we find

&= 1.728T2' (3.9.7)

which is the dashed line in Fig. 3.10. it shows again the discrepancy at

the higher values of T.

The third class of runs is for real argon, and the similarity form

of the pressure peak vs time is plotted in Fig. 3.11 for Runs 8. 9, 11 and 2.

*All but the latter have the conical extension on the nozzle. Again the

three runs with low initial density fall together, while Run 2, with initial

density at the high throat value, falls low. A least-square fit to runs

8, 9 and 11 is the solid curve, whose equation is

2/
-1.358T2/ + 0.9746T (3.9.8)

p

To see the difference between real and perfect argon, the fit to the perfect

* argon calculations, Eq. (3.9.5), has been plotted as the dash-dot curve.
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There is a significant difference between the fits for perfect and real argon

over the whole range. The corrected blast wave theory curve for perfect

argon is even higher than the fitted curve for perfect argon, and so is in

worse agreement with the real gas calculations.

Let us now turn to the use of the fitted curves for the purpose of

estimating the energy which generated an observed wave. Suppose that the

time of arrival of the pressure pulse at each of two stations x and x

is measured. The similarity form of the x-t relation we have found is

S=AT2/3 + BT - (3.9.9)

For a given run we know m and ut. For each E we choose, the values of

corresponding to xI and x2 can be found from Eq. (3.9.1). Then Eq. (3.9.9)
can be solved to find the values of T for these values of , and then the

values of t follow from Eq. (3.9.1). Thus we can find At = t2 - t, for each

E by using the fitted form Eq. (3.9.9). By varying E, a curve of E vs At

can be constructed. On this curve, the value Of E can be read off corres-

ponding to the observed At, which tells us what energy was put into the gas

to produce the observed At between shock arrival at the two measuring stations.

Curves constructed in this way are shown in Fig. 3.12. The case

* considered is m = 1.180, uZ = 5.5875E3, which corresponds to a nozzle flow

with T =300 K, ps =1.3 atm, the conditions for Runs 8 and 9. The x
st s

stations at which is calculated are 17.6 and 12.6 cm. The solid curve
is the real argon curve from Eq. (3.9.8), which correlates Runs 8, 9 and 11.

4 The dashed curve is corrected blast wave theory from Eq. (3.9.6), which is

for perfect argon. The correlation of the perfect argon calculations,

Eq. (3.9.5), is the dash-double-dot curve. The dash-dot curve is also made

from a real argon correlation, but of Runs 8 and 9 only, not including the
4 high pressure Run 11. This correlation is

g p 1.300T 2/ 3 + 0.9336T (3.9.10)

p

4
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and might be expected to be the best correlation for the Present case,

* since it is made up from runs having the same stagnation conditions and

differing only in energy.

The difference between the solid and dash-dot curves in Fig. 3.12

is a measure of the inaccuracies found by using varying m runs to correlate

the shock trajectory. This difference varies from 20% at E = 1 J to 10% at

E =4 J at a fixed At.

The errors made by using perfect gas instead of real gas correlations

are much larger, nearly a factor of two in energy at a given At. It appears

* that- the inclusion of real gas effects in argon are important for the esti-

mation of energy from time of arrival measurements.

3.9.3 Variable Area Nozzle LSD Wave Calculations

So far, only one run has been made with the laser absorption in-

*cluded in the calculation. The laser power started at 5.14 MW and decreased

linearly in time to zero at 3.5 V~s. This gives a total laser energy of 9 J.

The starting cold flow in the nozzle was generated by stagnation conditions

of 1 atm and 300 K. The initial hot gas region, to initiate laser absorption,

* was at 20,000 K, but at the cold starting flow density, and extended from

x = 0 to x = 0.01 cm, with negligible energy (less than 0.02 J). The condi-

tions of this run in real argon were chosen to approximate an experimental

run made at PSI.

The results of this run (Run 4) are shown in Fig. 3.13, where the

* profiles of temperature, pressure, and laser power (POW) are shown. of the

nine profiles plotted, the first seven are at times when the laser is still

on, while the last two are after the laser has turned off.

The pressure in Fig. 9.lla decays very rapidly, as it did in Figs.

3.7b and 3.8b. On the scale plotted, the last two profiles are not visible .

(Pressure is normalized here with 34.2 atm.) The temperature, in Fig.

3.13b, is normalized with 10,000 K. Its profile shows a chara-.er similar

to that of the blast wave profiles of Fig. 3.8a, rather than that of the

4 LSD wave profiles of Fig. 3.4a. Examination of the power profiles~of
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Fig. 3.13a Calculated pressure profiles for laser absorption in a
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of I atm, 300 K. Triangular laser pulse starting at
5.14 :.W and turning off at 3,5 Ps.
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Fig. 3.13a (normalized by 1 MW) shows that not much of the laser energy has

been absorbed by the gas. For the early time profiles, nearly all the laser

*energy is absorbed as the beam traverses the gas. However, as the initial

*hot gas expands and cools, less and less energy is absorbed. By 0.18 Ps,

only 29% of the energy has been absorbed by the gas, by 0.92 Ps only 18%

has been absorbed, and by the time the laser turns off, the gas has absorbed

only 11%. The rest has reached the walls.

The reason for the small amount of absorption must be sought in the

gas conditions that prevail for this low pressure (p = 1 atm) case. The
st

* starting densities are quite low due to the rapid expansion, varying from
3 3* 1.054E-3 g/cm at the throat to 8.15E-7 g/cm at x = 5 cm. At 0.92 Ps,

g/cm3
the maximum density is only 4.E-5 g/cm , and over most of the flow it is

below i.E-5 g/cm 3 . Although the temperature is as high as 55,000 K, and

ionization is complete, the electron-ion Bremsstrahlung absorption goes like
-1

density squared, and the absorption coefficient is never.larger than-2 cm

-1
over a total distance of 0.8 cm. In fact, it is larger than 1 cm over

about 0.034 cm, and smaller over the rest of the 0.8 cm. So there is not

enough distance with large enough absorption to absorb the laser energy.

The situation is different from the case of Fig. 3.5, where the

*energy was not absorbed at the shock front, but was absorbed behind it.

There was no area change, so the rapid expansion of the gas as it moved

down the channel, which occurs in the present case, did not occur there.

It appears that absorption in rapidly expanding nozzles will present

a problem unless the stagnation conditions are high enough to keep the

density high and provide large absorption coefficients over significant

lengths.

I

4
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3.10 Equilibrium Properties of Hydrogen

Besides argon, another working fluid of interest is hydrogen. in

this section we will present a model for the equilibrium properties of hy-

drogen which has been used to relate the internal energy per unit mass e

* and density p to the pressure temperature, and composition of the gas. As

pointed out in Sec. 3.2, the natural variables for the non-steady flow

equations include e and p. Therefore the equilibrium properties need to

be expressed as functions of e and p. The model uses p and temperature T

-as independent variables. When p and e are given, an iterative solution

on e can be used to find T, pressure p, and composition. This iteration

is too time-consuming to be used in the flow program, where it would have

to be performed as much as a million times. Instead, a separate program

was constructed to perform the iteration and produce a table of p, T and

* composition with e and p as the independent variables. The flow program

interpolates in this table, which is a very fast procedure, and provides

good accuracy for the equilibrium properties of hydrogen.

We characterize the hydrogen as a mixture of perfect gases whose

components have number densities: molecules nmf, atoms nAI ions n1 and elec-

trons n E' We do not expect to get a temperature where other species are

Rsignificant, nor are there multiply-ionized atoms, so n1  n E' As reaction

coordinates we use the fraction of molecules dissociated 0and the fraction

of atoms ionized, ai:

*(nA + n)/2nI

n M + (n A+ ;,)/2 n A+ n I3101

In terms of the original number of particles per unit volume,

n 0 nM + (n A + n 1)/2 (3.10.2)

the number of density of the species are
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n- n 1- ), nA = 2n 11(- (1 , - n - 2n $a (3.10.3)

and the corresponding partial pressures are found from

Pi n i kT (3.10.4)

where k is the Boltzmann constant. The partial mass densities are, in terms

of the particle masses t

OM n 4m14, PA =nmA n I~I, p. nE (3.10.5)

- and the total number and mass densities are

n = n (1 + 8 (1 + 2a)], p - nraM  - (3.10.6)

Whenever convenient, we will use the facts that an excellent approximation

for hydrogen is mA = m,= mrM/2.

The equation of state is the sum of the partial pressures,

p = p Z RM T, Z = 1 + 8 (l + 2a), RM = k/m M  (3.10.7)

where Z is the compressibility factor and R the gas constant for the mole-

cules. Since p and T are the dependent variables, we need ct, 8 in terms

of T, p.

Since we deal with hydrogen in thermochemical equilibrium, a and

* are determined by the Law of Mass Action in terms of the thermodynamic vari-

ables of the mixture. There are two reactions occurring, dissociation and

ionization:

* + -H _2H H =H + E
2
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For each, the equilibrium constant provides a relation between the

3. partial pressures and the partition functions of the species, involving the

heat of reaction. These relations are

2 3/ (kT) 5' 2 Q2 1A -h 0mM/kT
PA ciA e DM (3.10.8a)
PM h2 QC QV Qr QelM

PIp 2mr 3/2 oh0 m/kT

I --(ME (kT) 512 ell elE ehIL I/.T
=E- e (3.10.8b)

P / PQelA

where h is Planck's constant, Qv and Qr are the vibrational and rotational

partition functions of H2, Q is a partition function reflecting vibration-

rotation coupling, Qeli are the electronic partition functions of the species,

h is the heat of dissociation of a molecule per unit mass and h is the
D IL

*heat of ionization of an atom per unit mass. From Eqs. (3.10.3, 4, 5, and 6)

the partial pressure ratios are

2 2 (1 O)2 2 2[A = 48 Cl - a) n kT 48 (a - a) pkT (3.10.9a)

PM 1 - 8 o I

piE 422 2 2
P- 4 n kT = 2 pkT (3.10.9b)

PA 28 (1-a) o 1 - atm M

The electronic partition function for the molecule may be replaced by its

ground-state statistical weight 1, since its first excited state lies very

high (132,000 K). For the electron QelE - 2 because of the two electron

spin states, and for the ion, there are no internal states, QelI = 1.

Using Eq. (3.10.9) in Eq. (3.10.8), we find

2 2  D (T)
B (1 0T (3.10.10a)

(1-18) p
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8 ct2 g (T)
a 2 = 91 (3.10.10b)
a1C) P

where we have defined

3/-T 2 3/2

T3/2e - D  Qelk ho M/ (3.1O.1la)D Qc Qr Qv 4 I D D

- 51,970 K

32-e I T 27Nk3/2
4 T3/2 e-hIL m /K . (3.10.lb)

e.lA h rn/K

Equations (3.10.10) define a, B in terms of p, T, and could be used. How-

ever, they are difficult to solve for a and 8, and can be simplified con-

siderably for hydrogen without much loss of accuracy. Equilibrium hydrogen

dissociates almost completely before it ionizes significantly. We can thus

separate the two reactions, and assume a is small during dissociation, while

B goes from 0 to 1. Then B is near unity while a increases from near zero.*

These two approximations are separated by a temperature T below which there

are molecules and atoms with very few electrons, and above which there are

atoms, ions and electrons, with few molecules. Therefore we use

-  
* 82 D (T) 2 (T)

T"T D a =2 (3.10.12a)
L P P

2* (1- C) gD(T) 2 g1(T)
T> -- -- (3.10.12b)(1 - ) P 1 -CL p

These are easily solved for B and CL to yield

1
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T<T r4111/2
T< 1 + 1+ , a - (3.10.13a)

T > T* a - + ;I + 4 70 1 - a (3.10.13

'gD.

In general, we will only use 8 as variable below T from Eq. (3.10.13a),

*and take a - 0. Above T we will take a as variable, from Eq. (3.10.13b),

and take B = 1. The second expressions in Eq. (3.10.13) will only be used

if an estimate which differs from zero is needed for a beloi T , or which

* differs from unity for B above T

To complete the specification of gD and g we need the partition

functions. The combination Qc Qr QV can be found in Ref. 3.8, p. 163, Eq.

(7.39), where it is called Qvjm. It may be divided as follows:

T/2 er . (3.10.14)
r r' Qv

I.
* Rotation has been taken to be fully excited, and the factor 2 in Qr has been

added to Ref. 3.8 because of the symmetry of the hydrogen molecule. The

* vibrational and rotational temperat'ure constants e and e come from Eqs.
v r

(7.32) and (7.33), p. 162, of Ref. 3.8 using the JANNAF spectroscopic con-

stants (in cgs units)

B = 60.848, w = 4405.3, x - 125.325/4405.3 - .0284e e a

6 - 3.0664/60.848 - .0504, y - 60.848/4405.3 - .0138

I-
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.. . . . . . . . . ....

They are

h cw(l-x) h CB
e~ * e e e k(1 2)ev k r k2

8 5978K 85.34 K.
v r

The remaining factor c is the coupling partition function,

2 2 6 2x 6/T
Qc 1 + v 3.10.15)

3T + BIevT ev/T 2

5.68 228.45 -5 5.04 x 102 5 x10-2/TI + 1.785 x-10- T+ T +"

e -1v

The last expression needed is for the electronic partition function

of the atoms, which is

+L

SQelA "2SI1 e , 1I =E j2 exp IL /T ( 3.10.16)

!'i  The first term is the ground state weight 2. The subsequent terms account
for excited electronic states. The upper limit of the sum must be finite,

I since the terms grow likej j2 for large J. The finite cut-off means that

above some degree of excitation the electron is no longer considered bound

to an atom, but is a free electron. Related to this necessity for cutting

off the sum is the lowering of the ionization potential. The value of h 0

p . is not that for removing an electron Infinitely far from an atom,-because

-e •

The fniirt termuis the rondstteo weilg2.er suseqeerm aouniti

;-.. "-132- -- m u s t b - - - -.



far enough from the atom to be indistinguishable from other electrons. Thus

e IL is not the value e - 157,770 K obtained from the spectroscopic constants

for a very weakly ionized mixture, but a lower value (hence the subscript L).

If these two effects are not accounted for, the composition of equilibrium

hydrogen at high temperatures and pressure will be noticably in error, as

found in Ref. 3.9, Table 7.1.

The lowering of the ionization potential is discussed in Ref. 3.10.

In Eq. (3.85), p. 218, it is suggested that

A I = kAeI = 2 e
3 (2rnE/kT)I/2

where e is the charge in esu, and the other units are cgs. For hydrogen,
-10

; e - 4.803 x 10. esu, and we have

AI = 4.728 x 10-20  (3.10.17)

This relates the lowering of the ionization potential to T and the electron

Sdensity, which is, in turn, related to a by Eq. (3.10.3), and so depends

on 8IL through gI in Eq. (3.10.13b). Thus, the determination of Ct is an

iterative process, requiring iteration on 8IL. It also requires iteration

on the upper limit L of the sum in Eq. (3.10-16), which is related to eIL'

There are a number of such relations which can be used. Here we have chosen

a simple one, namely to cut off when

81/j2 > AI/k

In, the present work, we have used one step in the iteration, calcu-

lating a by the following procedure:

1) Find a from Eq. (3.10.13b) using eIL w e1 " 157,770 K, L - 17.
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2) Find nE from Eqs. (3.10.3) and (3.10.6) using this a.

3) Find AI from Eq. (3.10.17).
a- 10x-23

4) Calculate 8IL = - AI/1.3806 x10

5) Calculat a cut-off L = greatest integer in [81(81 - ) 1/2

6) Recalculate a using e and this L.
IL

The resulting value of a is taken as the correct one. Further iterations

could be performed, but it will be seen that this one iteration yields quite

accurate results.

This calculation of QelA is used only for T > T , where x is the vary-

ing reaction coordinate and 8 = 1 in general. (However, if an estimate of

different from unity is needed, we may use this QelA in the second of Eq.

(3.10.13b).) For T < T , there is very little ionization and the temperature

is. low, so we may take 'lA = 2, its ground state value, to calculate the

varying reaction coordinate 8. The value of a in this region is zero. (If

an estimate of a different from zero is needed, we may use the second of

Eq. (3.10.13a), with elA = 2.)

The internal energy is made up of the contributions of the various

components. Electrons have no internal degrees of freedom so their internal

energy per unit mass is

eE =3 kT/2mE. (3.10.18)

Hydrogen ions also have no internal degrees of freedom, but they

carry the dissociation energy h~ Dand the ionization energy hIL, so their

internal energy per unit mass is

e LkT+ho +h 0  kT (3.10.19)
.2m I D IL inA[2T ]
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Hydrogen atoms have electronic internal degrees of freedom represented

by the partition function QelA defined in Eq. (3.10.16), and carry the dis-

sociation energy. Their internal energy per unit mass is

A 3kT +ho kT2 d in QelA
mA D mA dT

(3.10.20)

kT[ 3 + +- -

AL 2T

where the sum S is defined in Eq. (3.10.16) and the sum S2, obtained from12
the differentiation, is

L

s 2 -E exp IL /Tj). (3.10.21)

i-1

Finally, the molecules have rotational and vibrational internal de-

grees of freedom. We take rotation to be fully excited, as before. Then

U the internal energy per unit mass is

3kT 2kT kT2 d In Qv
eM +2m +m + ;M dT

(3.10.22)

-kT [5 + v]

where ijv is the vibrational contribution obtained by differentiating Qv from

Eq. (3.10.14), and is defined as

d in Q v/d in T- 4) v/ eev_- . . (3.10.23)
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The internal energy of the mixture is the sum of the species energies,

weighted by their mass fractions:

e iPi/p (3.10.24)

The mass fractions are found in terms of a and B by using Eqs. (3.10.3, 5,
and 6):

PM PAE m-= 1 - B, -= B (1 - CL), F- p ma - . (.1.

In the low temperature regime there are only molecules and atoms, so we use

only those terms, with a = 0. In e we ignore the last term, since the first
A

terms of the sums S1 and S2 are equal. We then find, from Eqs. (3.10.20,

21, 24 and 25), that

T<T : e =- 1(1- (S v + $3 . (3.10.26a)

In the high temperature regime there are atoms, ions and electrons, but

S-- 1. Then Eqs. (3.10.18, 19, 20, 24 and 25) yield

* kT !IL S2
T >T : e - 1 (il + a) .(3.10.26b)

mA( 2  2

The speed of sound is needed to apply the Courant condition in the

numerical method. A general thermodynamic expression for the speed of sound

is

2 .(h/ap)
a -aP entropy p-l_ (ah/ap)
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3 iwhere h is the gas enthalpy. If we convert the derivatives from the inde-

pendent variables p, p to T, p we find

2 (Ph/p)T (Bp/aT) p- (Dh/aT)P (aPlpp)TT ap= p T (3.10.27)

p (ap/aT)P - Oh/aT)

The pressure derivatives are easily found from the gas law Eq. (3.10.7)

as

(aP)\ R RMTZ +P()] (3.10.28a)

UPT

Although the enthalpy derivatives could be converted to internal

energy derivatives, it is perhaps useful to record the enthalpy expres-

sions, so we will use Eq. (3.10.27) as it is. Enthalpy is, of course, ob-

K tained from internal energy by the relation

h = e + p/p . (3.10.29)

Using the gas law Eq. (3.10.7) and the expressions, Eq. (3.10.26) for e,

we find

* kT O)e)

T<T :h - 8) 2 + + + _ (3.10.30a)

T.> T : h - - (1 + L) +[ - (+I a) S (3.10.30b)
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The entholpy derivatives are then obtained in a straightforward manner

as:

_Bh kT[3 4vO

( h = -) +L) + _B

p 7A

+ mA 22 ( O. (3.10.31b)

where

dT'v e/T
Ov -- )-- e (3.10.32)

T > T : 2A +I S2 Y)T (3.10.33a)

2 T
+ a) a81L ( 4 $2)

s1

kT[5 +IL S 2.+] -- c 
( 3.10.33b)

inA  St -p

where

L

s 4 , -2 exp (eIL/Tl) (3.10.34)

J-1
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and the term containing this sum arises from the differentiation of S 2/S

with respect to T.

The derivatives of 8 and o are found from Eq. (3.10.10). In the

process we need the derivatives of gD and gI from Eq. (3.10.11). In gD we

remember that QelA = 2, a constant, in the low temperature regime, and we

do not differentiate the small coupling partition function c Then, by

using the definitions in Eq. (3.10.14) we find

T = -( + (3.10.35a)

For g., we recall the definitions, Eqs. (3.10.16 and 21) and find

d Lng 1  1 3 . ll 2) (3.10.35b)

It is then simple to differentiate Eq. (3.10.10). The results are:

T < T* 8) (3.10.36a)

TOT P -0(2-0)

d InTg
-f ; 8(1 -8) d Zn g

2-8 DT

8(1 - 8) T(- v (3.10.36b)
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L* -_ 11_-__)
T > T - (3.10.37a)

S/T p (2 -a)

atU(l) d i.ng

T 2-a dT

a (1 -001( eL-2
2- T i+T S (3.10.37b)

The pressure derivatives are expressible in terms of the 8 and a

derivatives from Eq. (3.10.28).

T< T Z= +8

(k)T RMT +  + ()] (3.10.38a)

I- RMp 1 +8 + T -A (3.10.38b)

T >T Z =2(1 +)

2RM +T (I + T (3.10.39a)00T [1ciT1

tp\ 2R [1 + T+ T BT " (3.10.39b)

We now have all the terms necessary to find the speed of sound from

Eq. (3.10:27) by using Eqs. (3.10.31, 32, 33, 34, 46, 37, 38 and 29) in the

proper temperature regimes.

-
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There remains only the specification of T ,the temperature at which
we shift from dissociation with no ionization to ionization with full disso-

ciation. Probably the most accurate compilation of the properties of equi-

librium, hydrogen is that of Patch, Ref'. 3.11. A perusal of his tables shows

* that the first temperature at which the numiber of hydrogen molecules is less

than the number of electrons is given by the following table:

p (atm) :1 3 10 30 100

T (10O3K): 7.3 8 9 10 11

* if we take these values as T ,except using 7000 instead of 7300 at 1 atm,

then the relation

T =2000 log1  p(atm) + 7000 (3.10.40)

fits p =1, 10, and 100, and is very close to the values at p =3, 30. We.

will adopt Eq. (3.10.40) as the definition of T

K A comparison of some values calculated using the expressions given
in this section with those given by Patch is shown in Table 3.3. The en-

thalpies from Patch have had 2.16 x 10 8J/kg added to them because of his

use of the atom as the zero of enthalpy, rather than the molecule which is

used here.

The comparison shows the present properties to be an excellent ap-

proximation to those resulting from Patch's elaborate calculations. The

major species are in agreement within a few percent, as are the enthalpies

and the specific heats. only the minor species have serious differences,

that is, electrons below T and molecules above T .It should be noted that

Patch has included H 2, H 3, H which are not considered here. He also dis-

tinguishes the ground electronic state and excited electronic states of both

H (H and H)and H (H H. We have added these in our comparison. He2 2 H2,H
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also has two cut-off s for one is that used here, the other a distance

cut-off. His values of c were obtained by numerical differentiation of h.
p

Considering the relative simplicity of the present model, it pro-

vides excellent accuracy for the thermodynamic properties of equilibrium

I hydrogen.

This model of hydrogen is too complex to include directly in the

flow program. We have constructed a table of the properties of hydrogen

* with e and p as independent variables, by choosing p and iterating on T to

find the desired e. In this table the dependent variables are T, al and 0
When e and p are calculated in the flow program, these three dependent vari-

ables are found from the table by quadratic interpolation. Then p and the

speed of sound a are calculated directly from T, ai and 0
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3.11 Improved Absorption Coef ficients for Singly-ionized Argon and Hydrogen

Further study of the laser absorption coefficients for argon and hydro-

gen have led to expressions which represent an improvement over those presented

in Section 3.4 for argon, as well as expressions for the absorption coeffi-

cients for hydrogen. One improvement consists of the application of a Gaunt

factor to the electron-ion absorption coefficient to account for quantum-

mechanical effects. A second improvement for argon is the use of more recent

information for the electron-neutral absorption coefficient.

The electron-ion (inverse Bremsstrahlung) absorption coefficient used

is the. same Kramers formula presented in Section 3.4.at frequency V

= nnlevT (hv/kT) (3.11.1)

The last factor accounts for stimulated emissi n, and the first exponential

fa'ctor represents the inclusion of both free-free and bound-free absorption.

The cross-section is, as in Section 3.4,

iI  OEI= m~v3 T/.1/2cm526

41/ 2 -Z3.69E8
El 3 ~E kT) h~m T 1/2 V3 (c)

Here Ze is the ion charge, e the electron charge, c the speed of light, and

h the Planck constant. By converting to wavelength X = c/V and using hPV/k

= 1.4388 cmK we may write Eq. (3.11.1) for singly-charged ions as

3 nlnE 14388/XT I

k I  1.37 E-23 TI2_ (el "  - (cm1 )
A EI TJ/ )(M1

The number densities can be replaced by the degree of ionization a,

since for. both argon from Eq. (3.3.3), and for hydrogen from Eqs. (3.10.3,

and 6),

n I = nE -cap/n (3.11.2)
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where for hdyrogen, electrons and ions only exist in the high temperature

regime where 0 " 1.

We may then write the semi-classical electronrion 'absorption coef-

ficient as

k XEI 1 m2 TI] 2  (e "438/AT-I) (cm"  . (3.11.3)

To account for quantum-mechanical effects we must multiply by a Gaunt

factor G, which depends on temperature. This factor is obtained from Ref.

3.12, where a parabola has been fitted to Fig. 5. For A = 10.6 pm the param-

eters of the figure are y2 - 157, 900/T, u = hc/XkT = 1357/T. Then Fig. S

provides the following table:

72 T u gff= G

3 52633 .0258 2.1

10 15790 .0859 1 .55
2

10 1579 .859 1.1

I A quadratic has been fitted to this table to provide a Gaunt factor

G = 1.04 + 3.74 E-5 T-3.28 E-10 T2 for ) = 10.6 Vm . (3.11.4)

The contribution of electron-ion absorption is then

kLEI - G kAEI• (3.11.5)

Note that this absorption coefficient is independent of the gas in-

volved, except for the molecular weight of the atom which appears in Eq. (3.11.3)

because of the introduction of a. The reason for this is the electromagnetic

nature of the interaction between the ion and the electron which is unaffected

by the gas species.
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If we now turn to the electron-neutral interaction, a dependence on the

gas appears, because the interaction now depends on the structure of the neutral

particle. Thus we must consider argon and hydrogen separately.

For long wavelength radiation interaction with argon, John (Ref. 3.13)

has provided information about the electron-neutral absorption coefficient.

His relation may be expressed as

k EN = AjT)X
2 kTnAnE x 1016 (3.11.6)

where cgs units are used, and A is a function of T related to the momentum

transfer cross-section. This expression includes stimulated emission.

o John gives a table of A vs. T for a number of species, including

argon, from 100 to 25,000 K. A convenient way to incorporate this table into

a computer program is by making a fit to TA(T)o" From Table I of Ref. 3.13,

the following fits can be obtained:

T < 1000 K: TAT) x 1034 = 861 T
'5 5 12

(3.11.7)
34 -4 1.51 (.17

T > 1000 K: TA(T) x 10 = 5.346 x 10 T

These agree with John's values to within 10%.

Introduction of a instead of number densities is accomplished with

the help of Eq. (3.3.3) for argon, and with Eqs. (3.10.3 and 6) for hydrogen

when 1.

n (l-(%)pjmA, nE = ctP/mA ( (3.11.8)

Then Eq. (3.11.6) becomes

k 1. 3806 TA(T)2 P2 (1-a) (cm- ) (3.11.9)LEN " 2
mA
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which is the final expression for the electron-neutral absorption coefficient

i for argon, together with Eq. (3.11.7).

For hydrogen, the best available expression seems to be that of

Stallcop, (Ref. 3.14) which is

kEN ENnEnA exp (-hpc/XkT)]

2.96 E-45T \.IkA .2 (!1)1/2 e (cm5 )

'" /T\1~/2 1/T I/ 2

4.862 ) -0.2096 ) + 0,0170 T

0.0096( )] (3.11.10)

If we put 0EN into k EN  use hpc/k = 1.4388 cmK and also use Eq. (3.11.8)

we find

k 2.07 E-45 15/2 1/2 22 - -l
kE T P p (1-z) eC (cm-) (3. 11. 11)kLEN 2 1

This is the final expression for the electron-neutral absorption coefficient

for hydrogen, together with Eq. (3.11.10).

The total absorption coefficient is the sum of the electron-ion and

electron-neutral contributions:

kL - kLEI + kLEN  (3.11.12)

In order to have an idea how the new argon electron-neutral absorp-

tion coefficient compares with the older one given above in Section 3.4,
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e

we may compare Eq. (3.11.9) with Eq. (3.4.8). Such a comparison is provided

in the following table for k /p 2c(l-a):
LEN

T(K) Eq. (3.4.8) Eq. (3.11.9)

4640 4.94E5 6.38E6

9280 2.20E6 1.82E7

23,200 1.13E7 7.25E7

It appears that new electron-neutral absorption coefficient is an order of

magnitude higher than the old one. Since the electron-ion contribution is

the same, the total absorption coefficient is not affected that much, but

will still be higher.

Of course, the absorption coefficient only enters the calculations

when the absorbing mode is used, as in the calculation described at the end

of Section 3.9. For all the blast wave mode calculations discussed in con-

nection with Table 3.2, this difference in absorption coefficients has no

effect, since those calculations are all made starting with the laser

energy already deposited in the gas.

Some confirmation of the validity of Eq' (3.11.9), as opposed to Eq.

(3.4.8) can be obtained from Ref. 3.15. Geltman provides a table of cross-

sections for various wavelengths and temperatures, not including stimulated

emission. At wavelengths of 5 and 10 Pm, and temperatures of 10,000 and

20,000 K, his cross-sections are higher than those of John, but by only 31%

or less.
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3.12 Equilibrium Properties of Multiply-Ionized Argon

As the calculations reported in Sec. 3.9 were made; it became ap-

* parent that rather high temperatures were reached in argon, and the rather

simple, singly-ionized thermodynamics described in Sec. 3.3 was not a good

description. At the same time, a description of equilibrium for a multiply-

ionized monotomic gas was developed at PSI under another program. This de-

scription used p and T as independent variables, rather than p and T as

needed for the present work. However, it proved quite easy to convert the

* description to p and T and so make it available for use in the present pro-

gram. This section will describe the resulting model of equilibrium multiply-

* ionized argon.

We consider a gas mixture with atoms and up to N.-1 ions, as well

as electrons. The number densities are denoted by nA n1, n (i - 2,3.. .N)

and n E with corresponding masses 7A w in1 , M. 7*mA- i-l1) mE andn, and

charges 0, (i - 1) and -1 electronic charges.- The total number density is

N'

n nA + n E+E n 1 (3.12.1)

i- 2

and charge conservation requires

N

-n E E (i - 1) n. 0 .(3.12.2)

i=2

The density of the mixture is

N

An A + mEn E ~*~n. L[A ME]'

i= 2
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When the charge conservation condition Eq. (3.12.2) is used to eliminate

the (i- 1) term we find

p=mA NA n

i=2

and when the definition of n is used from Eq. (3.12.1) the simple result

is

p mAn (1 n-E/n) (3.12.3)

The pressure of the mixture is

p nkT PR W(1 nE/n), A kA (3.12.4)

since each component provides a contribution

pi = n.kT " (3.12.5)

The Law of Mass Action provides a relation between the partial pres-

sures of the i-th and (i + I)-th ion:

PEPi+l/ i = fip T)

Here f. is an equilibrium constant for the ionization of the i-th ion, which'p
will be defined later. For the atom, this relation is the same as that pre-

sented in Sec. 3.3 below Eq. (3.3.4). If we introduce the reaction variables

Oi , defined by

i  ni/n pi/p (3.12.6)
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then Mass Action becomes

'Ei~l I IP

which is the form appropriate to the use of p and T as independent variables.

To shift to p and T we replace p by P from Eq. (3.12.4) and find

a a f. (T)* . 2E = i=,2,.••,N-l (3.12.7)
1-a a PRAT

-E i A

(Notice that the ai as defined by Eq. (3.12.6) for i=l is not the same as

the a used in Sec. 3 and defined in Eq. (3.3.1). The relation is al = a/

(I + )

For every ionizing reaction there is a relation like Eq. (3.12.7),
and since there are N - 1 ions, there are N - I such relations. However,

there are (N + 1)a. variables when Ct and a1 = (A are included. The two

additional relations needed are total number density Eq. (3.12.1) in the

form

N

l1aA + a E+ a. (3.12.8)

i=2

and charge conservation Eq. (3.12.2) in the form

N

a E +j (i - 1) i = 0 . (3.12.9)

i=2

Equations (3.12.7, 8 and 9) provide N + 1 equations for the N + 1 unknowns

aE' ai i - 1,2,...,N, which can be solved for given p and T once the equi-

librium constants f ip(T) are specified. The solution is carried out by the

Newton-Raphson method.
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The functions f.p are the nartition function ratios where each par-

functon is2 312
tition function is composed of a translational part (27m.kT/h ) and an

internal part Qi,int* In addition, there is a factor kT tor each species.

If we ignore the mass ratio m i+imi, the expression for fip is

5+1 ii'in , n

31ip2 Qk

= i+l,intint

The internal partition function of the electron is 2, and on the right side

of Eq. (3.12.7) fip is divided by PR AT where RA = k/mA . Thus the right side

of Eq. (3.13.7) is

f. 2 /2TmEkT /2 Qi+ 1,intF - = •n / (3.12.10)
i PRAT p 2 Qi,int(

AP

The internal partition function of the atom or any ion is expressed

in terms of the energy states and statistical weights. For the i-th ion

we denote the j-th energy level as .. and the statistical weight as gi "

This energy level is measured from the around state of the ion, and to it

must be added the energy C. to form the ion in its ground state from the

atom in its ground state. Thus we find

Q~in 9 exp C /kT - C /kT) (3.12.11a)
j

The energy c. is the sum of the ionization potentials of all the ions through
2

the (i-l)-th ion. We denote the ionization potential for the i-th ion, in-

cluding the lowering effect, by I so that

i-I

Ci 2 ILi . (3.12.11b)

jul
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The lowering of the ionization potential is calculated using the

Debye-Huckel theory. The decrement in the potential is given by

I 1//N n.1 - /2

2/ AI. =2ie 
3 .( . - n(3.12.11c)

where e is the electron charge in esu and Z. is the number of charges on

the ion. If AI. is expressed in ergs, 2e37Tk = 3.343 E-20, while if it1

is to be expressed in cm ,one divides by hpc so the constant is

2e3VA7i_/h = 1.683 E-4.

Since AI. involves n. and nE, while I is needed on the right of
I . E. Li

Eq. (3.12.7) to calculate these quantities, the solution must clearly be

iterative. However, solving for the a . is already iterative because of the1

complicated form of the equations. The procedure followed was simply to
use the current values of ni and nE to calculate the Ali used to find the

next iteration on the a.. In view of the approximate nature of the AI. cor-

rection, this procedure is sufficiently accurate.

The internal energy per unit mass of each species is expressed in

t terms of the internal partition function by

kT [3 d Zn Qi,int 3 kT
eI = 1 [+1 T dT 1 eE 2 (3.12.12)

where the first term is the translational part. The mixture internal energy

is then

e =, eipi /p + e EPE /p, p - mini (3.12.13)

Using Eq. (3.12.11a) in Eq. (3.12.12), and performing the sum in Eq. (3.12.13),

we finally find

1
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N n.C e i3

3 _P P .+-C JkT] (3.12.14)
eE e IC~i=1 Fgije

The sum over i does not include the electrons because they have no internal

energy.

The enthalpy per unit mass is of course related to e by

h =e + p/p . (3.12.15)

The speed of sound has already been expressed in terms of enthalpy

and pressure derivatives in Eq. (3.10.27) for any equilibrium gas mixture.

Since in the present case all the derivatives must be obtained by numerical

differentiation, another formulation may be simpler, using the specific heats.

The specific heats are defined as

c e h 1 p ; (3.12.16a)

p h [\ P ap P/Tp .(3.12.16b)

p V =[L ) =]

j. Using these, and the identity

(3T) Dp)T aTp

in Eq. (3.10.27), finally yields the simple expression

r| a2ucp .(E\
a 2 CE Tap (3.12.17)

for the square of the sound speed.
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Of the three terms in Eq. (3.12.17), only c phas not yet been ex-

pressed entirely in derivatives with respect to p and T, since Eq. (3.12.16b)

has a derivative holding p fixed. But by using the reciprocal relations of

thermodynamics for an equilibrium mixture, Eq. (3.12.16b) can be converted

to

c =C +- T.
p v aT PT (3.12.18)

When e and p are known as functions of p and T, then Eq. (3.12.17)

provides a 2when Eqs. (3.12.16a) and (3.12.18) are used. ,As mentioned above,

the derivatives are obtained numerically.

Finally, it is necessary to specify the ionization potentials I.

to.which the lowering AI. is to be applied, the statistical weights and the
i

energy levels. This information is obtained from experimental spectroscopic

data. For argon, there is a great deal of such~ information available, and

the compilations in Ref. 3.16 were used. It is not possible to treat every

energy level separately, since there are a large number of them. Instead,

we group levels of similar energy together, and use the sum of the degene-

racies of the levels in the group and an average energy. The parameters

used in the present work are given in Table 3.4, for the neutral atom and

the first three ions, which were the heavy species used. The table shows

that we took five energy level groups for the atom, nine for the first ion,

twelve for the second and eight for the third ion.

Using these parameters, the composition and thermodynamic properties

of equilibrium argon were computed with the equations presented in this sec-

tion. The results can be compared with the published tables from the National

Bureau of Standards (Ref. 3.17) and their extensions (Ref. 3.18). Such a

comparison is made in Tables 3.5 and 3.6. The first table contains the num-

ber fractions a~. It shows very good agreement between the present calcula-

tions and Ref. 3.17. The major species are usually within one ortwo percent,

with the minor species somewhat further apart. Table 3.6 contains the pres-

sure, internal energy, specific heats and speed of sound. Again the agreement
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with Refs. 3.17 and 3.18 is very good, with the worst discrepancies (10%)

occurring for the specific heats, which we obtained by numerical differenti-

ation (cv = (Ae/AT) p, etc.). The speed of sound is better than the specific

heat, though it depends on their ratio.

FWe can conclude that, at least over the range of p and T in Tables

3.5 and 3.6, the present model of equilibrium ionizing argon is quite ac-

urate, compared to the most elaborate model for which calculations are avail-

able.

To use this argon model in the flow program, we constructed a table

of properties as a function of e and p, by choosing p and iterating on T

to get the desired e. In this table, the dependent variables are T, p, a,

ne' n 1 , n 2 n3 and n4 . When e and p are calculated in the flow program,

these eight dependent variables are found from the table by quadratic inter-

polation. For all but T and a, the interpolation is done on the logarithm

of the dependent variable, rather than the variable itself.
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3.13 Absorption Coefficients for Multiply-ionized Argon

SWhen multiply-ionized argon is considered, the absorption coefficients

given in Sec. 3.11 must be modified to account for the presence of the higher

ions. In addition, the absorption coefficients are needed not only for a

laser wave length of 10.6 Um, but also for 0.353 Um. The modified expressions

will be presented in this section, for the basic absorption coefficients and

for the Gaunt factors.

The electron-ion absorption coefficient has already been expressed

in Sec. 3.11. The part associated with the free-free absorption is

.C

k E InEnI - h (3.13.1)

where a. = 1.37 E-23(3 /T /2)Z . Here Z is the number of charges 'n the
ion, and the stimulated emission factor has been included. The usual ap-

proximation for the bound-free absorption is proportional to the free-free

absorption:

kBP - kFF - • (3.13.2)

The sum of kFF and kBF provides the result

kAEI  1.37 E-23Z2 X3nEnl 1.4388/XT - 1/2 (3.13.3)

already stated in Sec. 3.11. However, here Z depends on the ion, and a term

of the form of Eq. (3.13.3) must be included for each ion.

The quantum-mechanical correction (Gaunt) factor depends on Z, as

well as upon the laser wave length X. According to Karzas and Latter (Ref.

3.12), the parameters plotted in their Fig. 5 are y2 - 157894A 2/T and

u - 1.4388/AT. For A - 10.6 pm the figure yields the following table:
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2Z- I Z- 2
y T(K) u G= gff T(K) u G - gff

3 52631 .0258 2.03 210525 .00645 2.64

10 15789 .0860 1.55 63158 .0215 1.92

102 1579 .860 1.10 6316 .215 1.18

Z=3

2
y T(K) u G gff

10 142104 .00955 2.22
102
10 14210 .0955 1.30
310 1421 .955 1.00

LI Quadratic fits to these three sets of G vs. T yield:

Z = 1: G2 = 1.04 + 3.80E-5T - 3.65E-10T2

Z = 2: G3 = 1.08 + 1.58E-5T - 3.98E-10T2  (3.13.4)

Z = 3: G = 0.96 + 2.53L-5T - 1.16E-10T2
4

(The first of these equations yields essentially the same fit as does Eq.

(3.11.4), which was also for Z - 1.)

For ) = 0.353 pm, the table obtained from Fig. 5 of Ref. 3.12 is

as follows:

Z= 1 Z=2

Y T(K) u G = gff T(K) u G = gff

3 52631 .774 1.30 210525 .194 1.31

10 15789 2.58 1.16 63158 .645 1.24

10 1579 25.8 1.10 6316 6.45 1.07
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Z 3

2
y T(K) u Ggff

.- - - -

10 142104 .287 1.31

102 14210 2.87 1.07

310 1421 28.7 1.07

Quadratic fits to these three sets of G vs. T yield:

Z = 1: G 1.09 + 4.36E-6T - 8.27E-12T2

Z = 2: G3  1.05 + 3.30E-6T 5.53E-12T 2  (3.13.5)

Z - 3: G 4 1.07- 9.56E-8T + 1,33E-11T
2

The contribution of electron-ion absorption is then

1.37E-23 X3nR 148/TkLEI = 1/2 (e E n (i-i) (3.13.6)

i=2

where G. is obtained from Eq. (3.13.4) for X = 10.6 lim and from Eq. (3.13.5)

for X = 0.353 ifi.

The electron-neutral contribution for 10.6 Vm can be obtained from

John (Ref. 3.13) as it was in Sec. 3.11 for hydrogen. His expression is

I2 16k LEN A(T)X kA n x 10

2
wh1.reaf n n TA(T) (3.13.7)A E

4
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T < 1000K: TAT) x 10 861T 55 1 2

34 -4 1.51
T > 1000K: TA(T) x 10 5.346-x 10 T (3.13.8)

At a wavelength of 0.353 Jm, John's expression for electron-neutral

absorption is not valid, being developed for the infrared. Some work of

Geltman. (Ref. 3.19) is available in this wavelength region. He expresses

the absorption coefficient as

kEN M aEN nAnE (1 - e -h)c/XkT

and gives GEN is his Table 4 for various values of X and T, including 0.5
Um. By converting to 0.353 um using aEN ~ X3 , and applying the stimulated

emission factor, we find from Geltman's 0.5 um values for argon:

D T(K) 5000 10,000 15,000 20,000

k/nAnE .630E-40 1.40E-40 2.29E-40 3.21E-40

A good fit to these values can be found from a power law in T, and the re-

sult is

1. 176
kL - 0.944E-41 (T/1000) n An E (3.13.9)

An alternative expression for this absorption coefficient has been

derived by Weyl in Chapter 2 of this report. His values are fitted by

k LEN rTVl1.4
n- = 6.36E-41 leVI.
nanE

m 2.056E-42 (T/1000)1 "4  (3.13.10)
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which yields values a factor of two or three lower than the values obtained

from the fit of Geltman's work, Eq. (3.13.9). In the results presented

later, we have used the fit obtained from Geltman.

The effect on the absorption coefficient of multiply-ionized argon

by changing from 10.6 Um to 0.353 Um is shown in Fig. 3.14, which presents

the total argon absorption coefficient

kL =k + kLEN  (3.13.11)

for densities of 10 - , 10-2 and 10-3 g/cm 3 from 12,000 to 35,000 K. The

coefficients at 0.353 Vm are between two and three orders of magnitude lower

than those at 10.6 pm. This difference is primarily due to the effect of

the X3 [1 - exp (- 1.4388/XT)] term in k , which varies slower than X3

(a factor of 2.7E4) but faster than X (a factor of 900).
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3.14 Results for Multiply-Ionized Argon

Some experiments have been made in argon at 0.353 pim in a conical

nozzle, and two computer runs were made to simulate these experiments. The

main purpose was to provide a correlation of shock location vs. distance

down the nozzle for this combination of gas, wavelength of laser, and geom-

etry.

The nozzle geometry was a cone of 100 half-angle. At the throat

end it had a diameter of 0.1016 cm (0.04 inches), and at the large end a

qdiameter of 3.81 cm (1. 5 inches) . Its length is thus 10.5 cm (4.14 inches),

and its area distribution, measured from the throat end, is

2
4 A = 0.09768 (X +.0.2881) .(3.14.1)

We used the multiply-ionized argon model described in Sec. 3.12

and the 0.353 p~m absorption coefficients described in Sec. 3.13, including

the fit to Geltznan's electron-neutral values.

The program was run in the absorbing mode, in which the laser was

turned on for the first 0.5 ]is at a constant power level sufficient to pro-

duce the desired amount of energy. After 0.5 vps the laser was turned off

and the shock wave coasted down the nozzle. The runs were terminated when

the shock reached approximately 12 cm.

To start the laser absorption process, the first 0.01 cm of the

nozzle was filled with gas at the cold flow density corresponding to the

7 atm plenum pressure level, but at an internal energy of 3.5E11 erg/g,

this corresponds to about 23,000 K in the gas, whose density ranges from
37.37E-3 to 5.65E-3 g/cm . The amount of energy in this volume of gas is

2very small. The volume is 8.4E-5 cm , so the energy is about 1.9E5 erg

(0.019 J) based on the average density. This is negligible compared to

the laser energy, but this small slug of hot gas is sufficient to start

the absorption process.



The two runs made were both for stagnation conditions in the plenum

of 7 atm and 300 K. The only difference in the runs was the laser energy,

which was 3 J for one run and 1 J for the other.

These runs, in the absorbing mode, have two distinct phases. For

the first 0.5 ps, while the laser is on, the gas has an LSD wave driving

it. After that, the laser is off and there is an ordinary shock wave which

coasts.

* For the 3 J run, Fig. 3.14 shows profiles of p, p and T while the

laser is on, at the times indicated on the figure. It shows the LSD ware

advancing into the gas with decreasing strength as the nozzle area increases

from 8.68E-3 cm2 at X = 0.01 cm to 6.067E-2 cm2 at X = 0.5 cm. The gas
heats from 23,000 K to over 60,000 K initially, and then cools to a maximum

of 55,000 K as more gas is ingested. The p and p profiles in Figs. 3.14a

and 3.14b show the sharply peaked nature typical of LSD. waves. The tem-

perature profiles in Fig. 3.14c start sharply peaked at early times, but

the peak gradually rounds off as time goes on, indicating that the laser

absorption process is not concentrated at the front, but is spread out over

the whole region behind the front. Further confirmation of that is pro-

vided by Fig. 3.15, which presents the power profiles. It shows the gradual

spreading of the absorption region at later times. At 0.49 Vs, only half

the power has been absorbed in the first 0.04 cm behind the front, while

at 0.122 ps, about 98% of the power is absorbed in the first 0.04 cm. How-

ever, the power is eventually nearly all absorbed. In fact, for this 3 J

run, 97% of the energy is absorbed in the gas, and only 3% escapes through

the nozzle throat at X = 0.

The laser is shut off at 0.5 ps, and the program continues to run

while the shock wave moves from about 0.51 cm to 11.5 cm, at a time of 23
2

lis. The area of the nozzle goes from 6.22E-2 to 13.57 cm in this distance.

The p, p and T profiles at some of these later times are given in Fig. 3.16.

The p and p profiles quickly disappear at the bottom of these linear plots

bcause of the huge area increase. The last density proi.Lle visible is at

9.29 Vs and the last pressure profile is at 2.55 is. But they continue to
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I 3 show the sharp rise of the shock wave, followed by a decay. The temper-

ature profiles in Fig. 3.16c stay on the graph, since the peak temperature

is near 20,000 K even at 23 Vis. The profiles show the sharp rise of the

gas dynamic shock, followed by a further rise to the hottest region where

* the remnants of the laser energy deposition are still visible.

A similar run was made at a lower laser energy of I J, still for

0.5 p.s pulse time. All other conditions remained the same. The p, p and

T profiles for that run are shown in Fig. 3.17. The first profile is at

-~ 0.315 Vs, when the laser is still on, but the others are all after the pulse

is over. Here the shock wave reached 11.5 cm at 34.8 p.s, which is 11.8 ps

longer than it took with 3 J of energy in the pulse. The slower speed is,

of course, caused by the lower energy available to drive the wave. The

character of the profiles is the same as those of Fig. 3.16, but the values

are lower. The peak temperature of the last profile, for example, is only

13,000 K, rather than 20,000 K. The generally lower levels also prevailed

while the pulse was on, as evidenced by the fact that this 1 J case absorbed

only 83.7% of the laser energy, in contrast to the 97% absorbed by the 3 1

case.

one of the pieces of information desired from these runs is the

time of shock arrival at a given nozzle station, as a function of laser

energy. This time was measured in some of the experiments.

To obtain such a correlation, use was made of the similarity vari-

ables defined in Sec. 3.7 and used for correlation on the earlier data in

Sec. 3.9. The similarity distance and time variables are

=X/ (E/inu) , t/( 2 (3.14.2)

For the present two runs, only E differed, while iIn 1.671 g/s and ut -

5.5875E4 cm/s for both. For E we used the absorbed energy, which was 97%

for the 3 J case, or 2.91E7 erg, and 83.7% for the 1 J case, or 8.37E6 erg.
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Using these parameters, the location of peak pressure vs. time was

converted to p and T and plotted in Fig. 3.18. The diagonal lines at the

left show the values of T below which the laser is still on for the two

cases. Since the similarity variables are derived from blast wave theory,

v we would not expect them to be valid while energy was being deposited, or

even soon afterward. And in fact, the points for the two laser energy levels

are not well-correlated at the early times. However, the regions of interest

for the' experimental measurements are above T = 10 3. In fact, measurements

were made at X = 4.3 cm and 9.4 cm. The symrbols with the horizontal tick

marks'show the values of at those values of X. The lower two are for

the 3 J case and the upper two for I J. It can be seen that in the region

of interest for the measurements the circles and triangles both fall on

the same line, and the correlation between the two energy levels is very

good. The time when the shock reaches 4.3 cm is after 6 ujs for the 3 1

case, and after 9 pJs for the 1 J case, which is'long after the laser pulse

is over. So we would expect the blast wave similarity variables to be ap-

C plicable to these time periods, as they were for the runs of Sec. 3.9, which

were made in the blast wave mode. The good correlation shown in Fig. 3.18

for this time period confirms those expectations.

To represent the points on Fig. 3.18, the straight line shown has

been fitted to the four triangles and four circles at the highest values

Of T. The equation of that line is

EP = 2.4991 .*71 (3.14.3)

For a given mass flow rate and limiting velocity, this is a relation between

the location of peak pressure, the time and the energy absorbed. Since mass

flow rate is proportional to stagnation pressure pst, and only E/ih appears

in the definition of and T, the equation can be solved for E/p st For

P t= 1 atm and T t =300 K, in 0.2387 g/s and uj 5.5875E4 cm/s. we

P then find
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0.4142 pst (atm) [X (cm)] 4 .38

E(J) = (3.14.4)
[t (ps) ]

which enables us to calculate the energy deposited by the laser in the gas

U when thp stagnation pressure, the measuring station location and the time

of shock arrival are known. Equation (3.14.4) is useful for the interpre-

tation of the 7 atm experimental data.

Another correlation of interest is the peak pressure as a function

- of -distance, since pressure measurements may also be made. A similarity

variable for pressure is

I - p/E(mu (3.14.5)

and a plot of this parameter for peak pressure 11 vs.' location is given
max p

for the 3 J and 1 J cases in Fig. 3.19. The symbols with horizontal bars

again show the regions from 4.3 to 9.4 cm. These two cases do not correlate

as well as the ones in Fig. 3.18, but they can still be represented with

good accuracy by a single line. The solid line is a fit to the four points

.for each case at the lowest values of T . Its equation is• max

.-2.858
T = 14.95 - (3.14.6)
max p

which then relates peak pressure to its location for given energy, mass

flow rate and limiting velocity.

Some idea of the accuracy of this fit can be obtained by fitting

the two cases separately. The fit through the four triangles of the 1 i

case is almost exactly the same as the solid line on Fig. 3.19. The fit

through the four circles of the 3 J case is the dashed line, which is only

slightly different from the solid line over the region of interest.
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4. SMALL-SCALE THRUSTER PERFORMA1CE AND ABSORPTION

PHYSICS PHENOMENOLOGY EXPERIMENTS

4.1 Introduction

In this section we describe experiments carried out at PSI during

I the period May 1978 through October 1980 to evaluate the performance of

small-scale thrusters powered by pulsed laser radiation.

Reported in Section 4.2 are single and multiple pulse experiments

conducted using TEA CO2 lasers and a self-focusing (parabolic) nozzle.

Results are presented for the specific impulse (I ) achieved using argon
sp

and hydrogen propellants, and the energy conversion efficiency (fraction

of laser energy converted into propellant fluid mechanical energy) obtained

using argon, hydrogen, nitrogen and helium. Specific impulses of 500 s in

Ar and 1000 s in H2 are demonstrated with energy conversion efficiencies

- 40%. In addition, experiments are described which were performed to

assess loss mechanisms that might limit energy conversion efficiency.

The loss mechanisms investigated included imperfect laser absorption,

plasma re-radiation losses, and losses to exhaust gas heat and "chemistry,"

i.e., exhaust gas energy in degrees of freedom other than directed kinetic

energy. It is shown that for the conditions of .the experiments, imperfect

. laser absorption is generally the dominant loss channel.

In order to understand in more detail the phenomena which control

the laser absorption process at 10.6 pm, as well as to establish the scal-

ing of this phenomenology to-0.35 pm, experiments were carried out at

*. 10.6 jn and 0.35 u to measure laser-induced breakdown thresholds for

several gases and the resulting absorption of the laser by the plasma.

Using external focusing optics, the output from either a pulsed CO2

(10.6 Vm) or pulsed XeF (0.35 *) laser was focused into a static, con-

stant density gas background. The principal gases investigated were argon,

" hydrogen, and nitrogen. Measurements were made, as a function of gas

pressure, of the laser intensity threshold to achieve breakdown and the
Si absorption of the laser by the resulting plasma. In general, it was found

.. that thresholds for laser-induced gas breakdown are about a factor of

6185-
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20 to 30 times higher at 0.35 J.m than at 10.6 Pm. In addition, the results

indicate that to achieve a comparable degree of absorption in the laser-

produced plasma, the Inittial gas pressure must be about a factor of 20 to

30 times higher for 0,35 Pm radi'ation than is required for 10.6 microns.,

The details of these experiments and their results, along with comparisons

to the corresponding predictions of the theory of Section 2, are presented

*in Section 4.3.

Finally, Section 4.4 describes some single-pulse experiments carried

out to measure the efficiency with which a pulse of XeF (.0.35 Pm) laser

energy can be coupled into a nozzle gas flow, To avoid questions of nozzle

optical quality, the experiments were performed using external focusing op-

* tics and a standard 100 (half angle) conical nozzle. Preliminary results

1for argon and helium propellants indicate that energy conversion efficiencies

.50%.are possible at 0.35 1zu if plenum delivery pressures greater than
10 atm are used.

4.2 Thruster Performance Experiments at 10.6 Pm

4.2.1 Experimental Apparatus

The basic experimental apparatus is the same as that-used in the

previous program and described in Refs. 4.1 and 4.2. However, a number of

improvements were made and will be described in the following sections.

Lasers

The Lumonics K-101 TEA CO lasers were mounted inside a carefully
2

designed electrically shielded box to minimize EmI noise pickup by the

oscilloscopes and associated detection electronics. By shielding against

* rf radiation, avoiding ground loop problems, and filtering the power line

inputs, the electrical noise transients picked up on nearby oscilloscopes

when the lasers fired were reduced from a level of several volts to the

. - millivolt level, Another improvement implemented in the operation of the

lasers was the use of several digital delay generators manufactured by

California Avionics. The delay units enabled accurate and reliable setting

*of the delay times between the opening of the fast acting propelladt feed

-solenoid valve, the firing of the lasers, and the triggering Of the oscillo-

*scope sweeps.

lob-
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Vacuum Test Chamber

The vacuum test chamber utilized was the same as that described

in Ref. 4.1. One improvement made, however, was the addition of a 100 cfm

vacuum booster blower before the Welch 17.7 cfm mechanical oil roughing

pump. This modification greatly reduced pump down times and, along with

U careful leak checking of the vacuum system, enabled us to achieve an ul-

*timate vacuum as low as 7 x 10 - torr which is an order of magnitude better

than that obtained previously.

Rocket Nozzle Design and Propellant Feed System

All experimental measurements that will be presented here were made

using self-focusing nozzles constructed of aluminum parabolic shells of

revolution. The paraboloidal shells were spun so that the inside contour

described the parabolic function y - .787x (where y and x are given in

- *.centimeters). Such a contour has a focus that is. 0.32 cm from the apex.

The shells were cut to a length of 10 cm which yielded an exit plane diameter

of 7.1 cm. The inside surfaces were polished using conventional polishing

and buffing techniques to yield mirror like finishes. A detachable nozzle

throat assembly was designed that allowed simple changing of the nozzle

throat diameter. Throat diameters from 0.2 to 0.5 cm were investigated.

A mounting port that could be.-used for mounting of either a pressure trans-

U ducer or fast response thermocouple flush with the inside nozzle surface

was located 4.4 cm downstream of the throat.

For the purpose of making shock wave transit time measurements a

*conical skirt extension to the parabolic shell was fabricated. This exten-

sion is 10 cm long and has provision for flush mounting of two vibration-

isolated pressure transducers separated by an axial distance of S cm.

To facilitate a more rapid turn around time between rocket test

firings, most of the experimental runs had the propellant mass flow con-

trolled by a fast acting electrically actuated solenoid valve rather than

the rupturable latex diaphragm used in previous experiments. For the present

experiments, then, the sequence of events was as follows: (1) the propellant

feed solenoid valve-is triggered to open; (2) several milliseconds later
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after steady flow is established, the lasers are fired into the rocket;

(.) the oscilloscope sweeps are triggered to record the voltage- outputs

* of the various diagnostic instruments; and, (4) the solenoid valve closes.

A schematic diagram of the parabolic rocket assembly is shown

in Fig. 4.1.

4.2.2 Experimental Diagnostics

Pressure Transducers

For most of the experimental measurements, Kistler pressure trans-

*ducers were used to monitor the laser-induced blast wave arrival times and

post shock pressures. For this purpose, the transducers were vibration-

isolation mounted inside neoprene rubber stoppers and their sensing elements

located flush with the inside surface o~f the rocket wall. The rise time of

* the transducers was < 1 PJs and their responsivity 20-30 millivolts/psi.

.For operation with a single laser pulse, the measured shock transit

times or post shock pressures were used to infer the energy in the blast

wave,.3 (See also Sections 3.9 and 3.14.) With corresponding measure-
* ments of the laser energy, energy conversion efficiencies were then deter-

* mined, Details of these measurements and their results will be discussed

* in Section 4.2.3.1. For multiple laser pulse operation, the pressure

* transducers were used to measure the transit time (velocity) of each laser

heated mass slug at the exit plane and, hence, determine specific impulse

- (. CI The results of these measurements will also be presented in
sp

Section 4.2.3.1.

Laser Energy Measurements

Laser pulse energies could be monitored in two ways. First, both

* prior to and following a set of experimental runs the output of each laser

was measured by placing a Lumonics SOD calorimeter before the entrance of

'the rocket nozzle. in addition, the shot to shot energy of each laser could[I be monitored by additional calorimeters located to detect that fraction of
each laser's energy reflected off the KC. entrance windows to the vacuum tank.
The latter calorimeters were constructed from sections of anodized aluminum
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Fig, 4.2 Parabolic rocket schematic
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sheet which were backed with an array of thermocouples that followed the

temperature rise. Details of the construction and performance of this

-type of calorimeter are described in Ref. 4.4,

Ballistic Pendulum

As a check on the specific impulse results obtained from the pres-

*. sure transducer measurements, a limited number of tests were carried out

in which the rocket assembly was suspended inside the vacuum tank by a bal-

"- listic pendulum. For these measurements, the solenoid valve, because of

its excessive weight, had to be replaced by a rupturable latex diaphragm

. for controlling the propellant mass flow. The details of operation with

* the latex diaphragm are described in Refs. 4.1 and 4.2.

One significant improvement implemented for the present ballistic

pendulum measurements was the use of propellant counterflow to negate the

impulse generated by the cold flow in the rocket nozzle. To achieve this

a nozzle with an equivalent throat diameter was attached to the back of the

* rocket plenum chamber so that an equal cold mass flow was ejected to directly

oppose the cold mass flow into the laser rocket nozzle. By doing this, the

net background impulse from the cold flow was reduced to approximately 5%

~-. of that obtained without the use of the counterflow technique. The laser-

induced impulse delivered to the rocket was then determined.by making

separate measurements of the deflection of the pendulum due to the residual

unbalanced cold flow alone and cold flow plus laser heating. The increase

in the penduum1s deflection observed when the laser was fired into the

rocket was then used to determine the laser-induced impulse. The results

* of the ballistic pendulum measurements are discussed in Section 4.2.3.1.

Radiometric Diagnostics

The Lumonics 50D calorimeter and a Laser Precision energy meter were

used to measure the amount of radiant energy that was lost out of the rocket.

By using appropriately chosen optical filters, separate determinations were

*o" made of both the amount of unabsorbed 10.6 micron laser radiation that was

*reflected out of the rocket and the amount of UV/visible reradiation that

was emitted by the hot gas.
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In addition to the time integrated measurements described above,

P time resolved measurements were also made of the transmitted (unabsorbed)

laser radiation using a fast response pyroelectric detector., The results

of the radiometric measurements will be presented in Section 4.2.3.2.

4.2.3 Experlmental Results

4.2,3.1 Rocket Performance Results

Energy Conversion Measurements - EBW/EX

An important measurement to make to assess the potential performance

of a rocket driven by a pulsed laser is the energy conversion efficiency -

that is, what fraction of the laser energy is converted into fluid mechanical

energy of the gaseous propellant. In Ref. 4.3, and Section 3.7 of this

document, the characteristics of a blast wave driven into a hypersonic flow

field are analyzed. In those analyses the energy of the blast wave is

related to numerous blast wave parameters including transit time, post shock
pressure, and velocity. We have made measurements of these parameters for

a blast wave driven by laser detonation into the hypersonic flow field of

a small scale rocket nozzle. These measurements, combined with the blast

* -. wave analysis, have led to the determination of the efficiency of converting

5 pul.~i CO2 laser energy into fluid mechanical energy for several gaseous

propellants. In addition to varying the species of propellant gas, the

mass flow of each propellant was varied to assess its effect on the energy

" conversion process. The mass flow was controlled either by varying the

rocket plenum pressure or changing the nozzle throat diameter.

Energy conversion efficiency measurements were made for argon,

hydrogen, helium and nitrogen as a function of mass flow. The blast wave

. energy was determined from pressure transducer measurements. Pressure

transducers (.undstrand 211B4} mounted flush with the rocket wall were used

to measure blast wave transit times and post shock pressures. This pressure

transducer data was used as input to blast wave theory to deduce blast wave

energy. Mirels and Mullen4 "3 have developed the appropriate formulas (also

see Section 3.7 of this document). For the transit time data, the formulas

used ares
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R Ct2/ (4.2,1)

and

V5  =2/3 Ct1 1  (4.2.2)

where R is the shock location, t is the time, V sis the shock velocity,

and C is a constant equal to

l/3

[/41) (EBW (4.2.3)

For a parabolic nozzle, I Bis a numerical constant equal to 0.733 for

y = 1.4 and .436 for y = 1.67. The other parameters are the blast wave

energy, E, the limiting velocity of the "cold" propellant, V., and the

propellant mass flow rate, m. The formula used to relate the post shock

*pressure to the blast wave energy in the parabola is

*SE /V (4.2.4)(- +') I b EW

where V is the included volume in the nozzle up to the shock location R

For the strong blast wave cases, where Mirel's and Mullen's analysis

only strictly applies, both the pressure and the, transit time measurements

yielded similar results for the inferred blast wave energy. For cases where

the blast wave was weaker, such that the shock velocity was not much greater

than the cold gas limiting velocity, a correction was applied to the transit

time formula following the prescription set forth in Section 3.7. Finally,

for argon and hydrogen, a computer code that includes equilibrium chemical

effects was utilized to assess possible 'real gas' corrections to the inferred

blast wave energy (see Sections 3.3, 3.9 and 3.12). Such corrections were

* found to be most significant at the lower mass flow rates where the initial

energy to mass ratios and, hence, initial temperatures, were highest. The

results of applying real gas corrections to the inferred energy conversion

efficiencies are presented in Section 4.2.3.2.
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Energy conversion results for Ar, H He, and N are presented in

Fig. 4.2. To be particularly noted is the observed trend of increasing

energy conversion efficiency, E /E l with increasing mass flow rate.
BW laser

This trend will later be shown to be well correlated with separate obser-

vations of the behavior of the laser optical absorptance efficiency vs.

mass flow rate. Furthermore, the observed variation of the energy conver-

sion efficiency with gas species appears to suggest decreased conversion
efficiencies with increasing ionization potential -- a result which is not

surprising if the conversion efficiency is dominated by plasma. breakdown
and optical absorptance considerations.

Figure 4.3 is a plot that compares the energy conversion efficiency

in Ar vs. mass flow rate obtained from both transit time and pressure data.

, As can be seen there is generally good agreement between the energy con-

version efficiencies arrived at by these two different measurements.

*[ Finally, Fig. 4.4 illustrates how the energy conversion efficiency varies

for different nozzle throat diameters. For the range of throat diameters

investigated (0.2 cm to 0.5 cm), at a given mass flow rate a slight improve-

ment in conversion efficiency is obtained at the smaller throat diamters.

This result may be due to a higher optical coupling efficiency that results

from the higher gas density at focus obtained when using the smaller throat

K diameter. Such a hypothesis is supported by observations of a similar trend

for the optical absorptance efficiency measured for different throat diam-

eters. These latter data will be presented in Section 4.2.3.2.

Specific Impulse Results

In addition to energy conversion efficiency, perhaps an even more im-

portant performance parameter of a laser driven rocket is the specific impulse.
The specific impulse, Isp, is defined as the exhaust momentum per unit weight

of expelled fuel or, more simply, the mass averaged exhaust velocity divided

by g, the acceleration of gravity. Thus

Is T -V /g (4.2.5)sp Lmg L3mg Ve/;g
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where T is the average thrust obtained per pulse, m is the average mass

flow rate between pulses, g is the acceleration of gravity, 3 id the in-

cremental increase in impulse per laser pulse, V eis a mass, averaged ex-

pellant exhaust velocity, and Am the mass expelled per laser pulse, i.e.,

PAm - p uA* At (4.2.6)

where A* is the nozzle throat area, p is the initial expellant density

at the throat, u * is the sonic velocity, and At the time between laser

pulses. Equation (4.2.61 is an upper limit to the expelled mass since it

assumes that immediately after the laser fires the propellant efflux re-

covers to its steady-state value.

From Eq. (4.2.5) it can be seen that a determination of the specific

impulse might be made from measurements of the average thrust or impulse

imparted per laser pulse (provided the mass flux is known from rocket plenum

conditions and the throat area), or, more directly, from a measurement of

the exhaust gas velocity. Because of the relative ease of the measurement,

most of our specific impulse data have been obtained using pressure trans-

ducers mounted at the rocket exhaust to measure the exit velocity of the

laser heated mass slug. As a check on the validity of these pressure

transducer measurements, a limited number cf measurements were also made

* using a ballistic pendulum to measure impulse.

Specific impulse results obtained for argon and hydrogen are shown

* in Figs. 4.5 and .4.6. The data presented were obtained from pressure pulse

transit time measurements for the second laser pulse. The results are

* plotted vs. Am, the mass of the laser heated gas slug, which is simply given

by mAt where At is the laser interpulse time, In contrast to single pulse

operation, where the propellant has completely filled the nozzle before

the laser is fired, higher specific impulse is expected for a second laser

* - pulse when the propellant is not allowed sufficient time to completely re-

fill the rocket. In the latter case, the laser-driven blast wave overtakes

and coalesces with the propellant mass front such that by the exit plane the

pressure transducers detect the passage of a laser-heated mass slug rather
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than a shock wave moving through an ambient gas background, Higher specific

impulse or gas exhaust velocity is expected for this situation because the

* shocked propellant is able to convert more of its thermal energy into directed

kinetic energy as a result of an isentropic volume expansion.

There are a number of iportant features that should be pointed out

regarding the speciftc impulse results of Figs. 4.5 and 4.6. First, a high-

er specific impulse, 2000 s, is achieved with hydrogen compared to 500 s with

* argon. This result is not particularly surprising since considerably higher

effective stagnation temperatures would be required in argon compared to

hydrogen to yield the same exhaust velocity. A second notable feature of

the results is that, for fixed laser energy input, higher specific impulse

tends to be achieved at the lower Am's. In interpreting this result, however,

one must keep in mind that there were two ways in which the amount of ex-
pelled mass, Am, was varied. One way was by changing m, the mass flow rate,

and the other was by decreasing At, the laser interpulse time. From the

energy conversion efficiency results shown earlier, decreasing m tends to

lead to poorer energy conversion and therefore might be expected to adversely

affect the achievable specific impulse. On the other hand, by decreasing At

and keeping m constant the same energy conversion might be maintained, and

*even higher specific impulses achieved due to both higher initial energy to

mass ratios and the higher expansion ratios that go with shorter laser inter-

pulse times. The above statements are supported by the data presented in

* Fig. 4.5. For a given m, higher specific impulse is observed for the shorter

interpulse times.. Very little if any gain in specific impulse is attained,

however, by just decreasing m -- due presumably to the competing effect of

decreased energy conversion efficiency.

In addition to measuring the exhaust velocity of the pressure wave

driven by the second laser pulse, specific impulse was determined, for a

limited number of measurements, by measuring with a ballistic pendulum the

corresponding impulse imparted to the rocket. According to Eq. (4.2.5),

the specific impulse can be determined from the laser-induced impulse if

the amount of expelled mass is known. For the purpose of the present

* measurements-, the expelled mass was taken to be mAt; where m is the
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expellant mass flow rate as determined by the nozzle throat area and plenum

W delivery pressure, and At is the delay time between the firing of the first

and second laser pulse. The details of the ballistic pendulum measurement

technique were described earlier in Section 4.2.2.

Measurements of laser-induced impulse were performed for argon pro-

m pellant at a plenum delivery pressure of 1.5 atm and for a nozzle throat

diameter of 0.2 cm -- conditions that yield a mass flow rate of 1.4 g/s.

* :The laser-induced impulse measured for the second laser pulse (At = 90 Us)

* was found to be 41 ± 10 dyne-s. Using Eq. (4.2.5), this value of impulse

indicates a specific impulse of 325 ± 80 s. Upon inspection of Fig. 4.5,

we see that the above value of specific impulse is about 30% less than the

*corresponding value inferred from the pressure wave transit time measure-

ments. One possible explanation for the result is that the actual expelled

mass, Am, is less than iAt. Since the specific impulse, is given by

J/Amg (where 5 is the laser-induced impulse) overestimating Am will lead to
an underestimate of the specific impulse. As was mentioned earlier, mAt is

£an upper limit to the expelled mass since it assumes that immediately after
the laser fires the propellant efflux recovers to its steady state value. Of

*: course, in light of the uncertainties inherent in measuring the laser-induced
impulse, it is difficult to draw any strong conclusions.

n To summarize, the maximum specific impulse obtained for argon and

hydrogen propellants was 500 and 1000 seconds, respectively. By optimizing

the choice of mass flow rate, laser interpulse time, and nozzle throat diam-

eter such specific impulses can be achieved with energy conversion efficien-

cies of 40 to 50%.

4.2.3.2 Assessment of Loss Mechanisms

Having obtained experimental measurements for the energy conversion

efficiency and specific impulse of a small-scale laser propulsion rocket,

- it is now useful to assess those loss mechanisms which may be limiting the

performance. By identifying and evaluating the dominant loss mechanisms

future rockets might be designed with improved performance and efficiency.
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In this section we will.present results of measurements carried out to

evaluate such losses as imperfect laser absorption, losses due to 'real

gas' effects (chemistry), and plasma reradiation losses.

" -. Imperfect Laser Absorption

The first possible loss pathway to consider for the laser-driven

rocket is that of imperfect laser absorption. Perfect (100%) laser ab-

sorption will only occur if the plasma that is formed in the breakdown

* region is ignited soon enough and is of sufficient size and density to

completely absorb the laser radiation. We will present here laser absorp-

tion data that were obtained for an operating rocket by measuring the un-

absorbed fraction of laser radiation that was reflected back out of the

parabolic rocket. These experiments were carried out using calorimeters

to determine the time integrated laser absorption, and fast response pyro-

electric detectors to determine the time history of the laser absorption.

(Optical filters were employed before the detectors to separate out any

possible contributions from shorter wavelength reradiation from the hot gas.)

All measurements of the return (unabsorbed) laser radiation were. referenced

and normalized to the return signal that was observed under vacuum con-

ditions (no propellant in rocket). The absorptance in the gaseous propel-

lant was measured as a function of mass flow rate and defined as

a (t,m) ( (t,m)/IR(to)) (4.2.7)
g

.6 for the time dependent absorptance and

fOgI dt fIR(°) - IR(m)J

g 1- (;/ER())= f I dt f It o) dt

for the time integrated absorptance. In the above relationships IR is the

return laser intensity and ER is the return laser energy.
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Presented in Figs. 4,7 and 4.8 are the results of calorimetric

1 U measurements of the time integrated laser absorptance in argon and hydrogen

propellants. The results are plotted vs. the propellant mass flow rate,

To be particularly noted is the observed monotonic increase in the absorp-

tance efficiency with increasing mass flow rate. For a fixed nozzle throat

U size, an increase in mass flow rate corresponds to an increase in the initial

propellant density at focus. The observed enhancement in the laser absorp-

*tance with increasing propellant density could arise from a decrease in the
induction time to breakdown, or an increase in the opacity of the plasma

* -: formed at higher initial densities, Time resolved absorptance measurements

will be presented below which help to shed light on the mechanisms con-

trolling the achievable absorptance.

Sk" Finally, on examining the laser absorptance results for hydrogen,

one sees that, for a given zi, slightly higher absorptances are attained with

the 0,2 cm throat than with the 0.4 cm throat. The increase in optical

absorptance is probably the result of the increased propellant density that

occurs in the vicinity of the throat for the nozzle with the smaller throat

area.

It is interesting to compare the above laser absorptance efficiencies

I. to the corresponding measurements presented earlier for the energy conversion

efficiencies, i.e., the ratio of the energy observed in the blast wave to the

incident laser energy. Figures 4.9 and 4.10 compare these two sets of results.

"! Turning first to the results for argon, we see that the energy conver-

sion and absorptance efficiencies show qualitatively similar behavior -- both

increase monotonically with increasing m. The observed energy conversion

efficiencies do, however, fall below the measured absorptance efficiencies,

suggesting that there are losses in addition to imperfect laser absorption.

The reader should be reminded that the blast wave energy efficiencies

presented in Fig. 4.9 were calculated from blast wave pressure and transit

time measurements assuming a perfect gas. Therefore, for conditions where

the energy involved in real gas effects (such as ionization, electronic

excitation, etc.) becomes significant, the calculated blast wave energies

.-203-



qCD

0'0

.44

CD

CDJ

700

-24



qCD

~C

0

V

C

CD

-00

a;'

670,

-205a



m .

Ui

00)
L.0

(d

LLOY

0 -

*0 0

* 4 *to 4)
>)

0.0

4,

cvc

A:)U8P.1C3, *'8AUw

* 42.6'



4)

* . U')

iOJ

CcJ 0

L.

r 0 ~0

0)0

C D 1 0 .

C00

to 40 ..o

(1CDg0

4 u .:I3 
0-4"-4UO

% 207-~.



are probably underestimates of the actual energy in the laser-heated gas.

Sections 3.3, 3.9 and 3.12 of the theoretical modeling section, and a dis-

cussion which will follow, present results which deal with real gas effects.

Other possible loss channels are plasma reradiation out of the rocket and

convective and/or radiative heat loss to the rocket wall. The results of

some measurements performed to assess the reradiation losses will be

presented later.

A comparison of the energy conversion and absorptance efficiencies

obtained for hydrogen is shown in Fig. 4.10. From this plot, one can see

an even more striking correlation between the energy conversion and laser

absorptance efficiencies measured for hydrogen than was observed for argon.

This closer agreement for hydrogen suggests that the losses in hydrogen are

more strongly dominated by imperfect laser absorption and less by other

losses such as real gas (chemical) effects and radiative losses. Such a

result is not surprising since hydrogen has a laiger heat capacity per unit

mass than argon and, therefore, is not expected to reach as high a tempera-

ture for an equal absorbed laser energy. Energy losses to radiation and

real gas effects are, of course, larger at higher temperatures.

Time-Resolved Absorptance Measurements

As suggested earlier, imperfect laser absorption can be the result

of a finite induction time to plasma initiation and/or a plasma sufficiently

* -tenuous to be non-opaque. In an attempt to obtain more information on the

details of the laser absorption process, time-resolved measurements of the

* fraction of unabsorbed laser radiation were made using a fast response

* -pyroelectric detector.

Shown in Figs. 4.11 and 4.12 are plots of the temporal profiles of

the incident and return laser intensity observed for argon propellant rocket

runs at two different plenum pressures. The corresponding time dependent
.absorptances, as defined by Eq. (4.2.7), are plotted for these two cases in

Figs. 4.13 and 4.14. From this data and similar measurements for other plenum

conditions (other mass flow rates), the following general behavior was

observed: (1) for the lower mass flow rates the absorptance rises from zero
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to some intermediate value shortly after the laser spike and then decreases

with time during the remainder of the pulse; (2) for the higher mass flow

rates the gas becomes opaque shortly after the initial laseg spike and re-

mains so throughout the duration of the laser pulse; and (3) even at the

highest mass flow rates studied, a significant fraction of the energy in

nn the initial laser spike is transmitted through the gas unabsorbed.

From the above observations it can be concluded that two mechanisms
are responsible for imperfect laser absorption. The first is the induction

time to achieve gas breakdown during the initial laser spike, and the second

- is the non-opacity of the plasma as the LSD wave expands into low density

gas. it is this second mechanism that is primarily responsible for absorp-

tance efficiencies below 70% since only about 30% of the laser energy is

r contained in the initial laser spike and, in general, an absorbing plasma

was initiated by the end of this spike.

Time-resolved measurements of the unabsorbed laser radiation may

also be integrated according to the far right hand side of Eq. (4.2.8) to

yield a mean laser absorptance. This mean laser absorptance can then be

compared to the mean absorptance that was measured calorimetrically.

Figure 4.15 is a plot that compares these two independent sets of measure-

ments. As can be seen from the plot, there is generally good agreement

between the results obtained from the time-resolved and calorimetric ab-

sorption measurements.

Chemical Losses

L Another factor that can limit the performance efficiency of a laser-

driven rocket is chemical losses. The term chemical losses is used here

to refer to any energy that is bound up in degrees of freedom of the exit

plane gas other than kinetic energy directed out the exhaust. In attempts

to assess the importance of such losses in the present experiments, two

separate investigations were carried out. The equilibrium code for argon

described in Section 3 was run to evaluate the effect of 'real gas' prop-

erties on the velocity and pressure of the laser-driven blast wave. This

led to a more realistic interpretation of the single-pulse experimental
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data and resulted in improved estimates of the deposited laser energy,

3 in addition, chemical losses in the single-pulse argon experiments were

estimated through radiometric measurements of the temperature of the ex-

* haust gas. A high exhaust temperature of the propellant will tend to

* lead to increased chemical losses. In an attempt to determine this temper-

ature, radiometric measurements were performed of the argon atomic line

emissions. The results of these two studies are described below.

Results of Numerical Code Simulations Including Real Gas Effects

Using the blast wave transit time data described earlie~r for argon,

the blast wave energy evaluated previously assuming perfect argon was re-

evaluated using a numerical code that included real argon chemistry (see

Section 3.9). Figure 4.16 presents the results of these calculations and

compares the inferred laser to blast wave energy conversion efficiencies

- with the corresponding measured optical absorptance efficiencies. Compar-

* . ing this plot with that of Fig. 4.9, it is seen that by including real gas

effects the energy conversion efficiencies inferred from the shock transit

time measurements are from 30% to 60% higher than those calculated assuming

* perfect argon. In other words, by accounting for the energy partitioning

* into ionization and electronic excitation, even closer agreement is found

* between the blast wave energy and the optically deposited energy. Further,

Iit is seen that the agreement is best at the highest mass f low rates. The

greater discrepancy at the lower flow rates could be the result of non-

equilibrium effects ("frozen" chemistry). At sufficiently low mass flow

rates, the gas density in the nozzle could be too low to allow enough

* collisions (during the nozzle residence time) for the ions and excited argon

- atoms to relax to the translational temperature. Another possible explana-

tion is that at the lower mass flow rates radiation losses have a larger

relative effect.

Radiometric Measurements of the Argon Exhaust Temperature

As mentioned above, it is expected that high nozzle exhaust temper-

atuires will lead to increased chemical losses. This will of course be true
if the gas translational temperature is high, but can even be the case when
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* I

the translational temperature is low, if the effective electronic tempera-

ture is elevated (non-equilibrium). In order to obtain an experimental

*determination of the effective electronic temperature of an argon rocket

exhaust, radiometric measurements were made of the argon atomic line

*emissions. Spectroscopic measurements were obtained using a grating

spectrometer. All experiments were done for conditions of single CO2
laser pulses with argon as the propellant. The electronic states of the

emitting argon atoms in the exhaust gas were identified. From the inten-

- sities of the spectral lines, we were able to deduce the temperature of

the exhaust gas making a few reasonable assumptions.

The experimental set-up used is shown in Fig. 4.17. The parabolic

nozzle (described in Section 4.2.1) was placed inside a Lucite chamber

which was evacuated to a pressure of 180 P. All experiments were performed

.at this background pressure and for an argon mass flow rate of 3.5 g/s.

The radiation from the laser-heated exhaust gas was viewed at right

angles to the laser optical axis and collected using a 2" diameter, 10 cm

focal length quartz lens. The lens was located such that it imaged the en-

trance slit of a 1/4 meter Jarrell Ash monochromator at a position on the nozzle

centerline 16.2 cm downstream of the throat. The monochromator was equipped

K with a standard grating, 1800 grooves/mm, blazed at 5000 R and an efficiency

of 60% in the 7000 - 8000 R region. The slits used were 250 P wide and

3 cm high, which corresponds to a resolution of 8.5 R. The entire optical

system was aligned with the use of a Helium-Neon Laser. Preliminary experi-

ments were performed with an SGD-40 silicon photodiode detector and later

measurements were made with an RCA 4840 photomultiplier (PM) tube detector

which improved the signal/noise ratio significantly. Since the emission

* from the exhaust gas was very intense, it was necessary to operate the PM

tube at low voltages. Separate experiments showed that the operating vol-

tage of 400 V was in the linear region. The gain of the tube at this
4voltage was experimentally determined to be 8.6 x 10 . The projected

active area of the cathode, considerably larger than the area of the slit,
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is found to be 7.8 mm x 23.8 mm from the manufacturer's specification.

The absolute responsivity of the cathode varies from 5 mA/W at 7000

to 0.5 mA/W at 8000 R. The monochromator wavelength settings were cali-

brated using the He-Ne laser as well as known Hg lines from a fluores-

*cent lamp. A Corning 2-61 glass filter was introduced at the entrance

slit to eliminate any UV radiation reaching the detector in the second

order.

In a typical experiment, the monochromator was preset. to a wavelength,

the propellant argon introduced into the nozzle, the CO2 laser fired and the

output of the PM across a 1000 Q load resistor (risetime of 140 ns with a

cable and scope capacitance of 150 pf) monitored on an oscilloscope. The

experiment was repeated several times to ascertain reproducibility, and photo-

graphs of the oscilloscope output were taken for various wavelength settings.

Figure 4.18 displays the observed signals in the presence and

absence of a Corning 2-61 filter for the monochromator setting of 6965

The emission at this wavelength has been identified (Table 4.1) as

originating from the 4s (3/2) -- 4p'(1/2). Figure 4.19 displays the re-

* sults for a monochromator setting of 7465 . It is clear that the

emission is weak compared to 6965 R and corresponds to the underlying

continuum. Further, the significant drop in intensity with the intro-

duction of the Corning 2-61 filter, shows that a significant portion of

this emission arises from the UV region and is detected in the second

order. Note should also be made of the distinct temporal profiles of the

observed emissions at 6965 and 7465 R. In general, all the argon emission

lines had time histories similar to the 6965 R, while the continuum was

similar to that of 7465 R. The reason for this difference in behavior is

not clear. All the other emission lines were photographed at their peak

wavelengths by manually changing the monochromator settings.

The observed emission lines along with their corresponding signal

strengths are shown in Table 4.1. By referring to the compilation of atomic

transitions of-argon made by Wiese, Smith and Miles,4 .5 these lines were

given the assignments indicated in Table 4.1. A representative energy level

diagram for argon is shown in Fig. 4.20, where the arrow represents the
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transition in the laser-heated nozzle exhaust.*
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group of electronic transitions observed here. The measured detector output'

voltages were converted to watts using the known gain of the PM tube and

* the absolute responsivity of the cathode. The results are shown as a func-

tion of wavelength in Fig. 4,21.

The above measured emission intensities were corrected for grating

efficiency (60%). The viewing fluorescence vc)ume and the collection ef-
3

ficiency of the optics was calculated to be 0.7 cm and 0.004, respectively.

The transition probabilities for the various transitions were obtained from
4.5the tabulation of Wiese et al. It was then a straightforward matter to

calculate the populations of the emitting electronic levels. The shock

density profile calculations show that the total post shock density of the

argon atoms at 16.2 cm from the exit plane of the nozzle is 5.4 x 10l6
-3

atoms cm . Using this value for the population of the ground state and

assuming a Boltzmann distribution, one can calculate the temperature of

the exhaust gas at the exit plane. The results are given in Table 4.2.

While the mean of these temperatures is 7504 K, the standard deviation is

found to be 264 K. Thus, a temperature of 7500 K is indicated for the

exhaust gas at the exit plane. The background emission between the lines

was measured to be 10 x 10-9 watts per 8.5 R.

It remains an open question whether the excited argon atoms are in

thermal equilibrium with the ground state argon atoms. The collisional
16 -3

deactivation rate for the density of 5.4 x 10 molecules cm at the
6 -1

exit plane is calculated to be 5.9 x 10 s . This value is an order of

e magnitude slower than the largest radiative decay constant of 4.72 x 107
-1
s . Thus, it would appear that the excited atoms may not be in equilib-

rium with the ground state atoms. We have neglected self-absorption and

radiative trapping in our analysis of the experimental data.
4 ,6

4 Plasma Reradiation Losses

In an attempt to assess the magnitude of the energy that may be lost

due to plasma reradiation, measurements were made of the UV/Vis/near IR

4# radiation coming out of the rocket. The experiments were performed using
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a Laser Precision energy meter and A quartz filter to reject any 10.6 Micron

0 radiation. Estimating the reflection and transmission losses in the optical

train and the geometrical sampling fraction of the energy detector, it was

found that as much as approximately -1,5 joules, or .15% of the total energy,

can be lost out of tile rocket in the form of plasma radiation between

* 2000 Rand 4 microns (the approximate transmission range of the quartz

filterl.

4.2.4 Summary of Thruster Performance R~esults at 10.6 im

Experimental measurements have been made of the performance paramn-

*eters aind efficiency of a small-scale thruster driven by a pulsed CO 2 laser.

The thruster model used for these investigations was constructed from a

self-focusing parabolic shell of revolution that focused the incoaing laser

beam to a high intensity spot just downstream of the nozzle throat.

Several expellant gas species were studied including argon, hydro-

gen, helium and nitrogen. Energy conversion efficiencies upwards of 50%

were achieved. Here, energy conversion efficiency is defined as the ratio

of the energy observed in the laser-induced blast wave to the incident

laser energy. Specific impulse measurements were also carried out for

argon and hydrogen demonstrating achievable specific impulses of 500 and

1000 seconds, respectively; with corresponding conversion efficiencies

of 40 to 50%. All measurements were made as a function of expellant mass

flow rate.

To complement the energy conversion efficiency results, measure-

ments were also made to assess the magnitudes of a number of possible

* loss mechanisms. These included imperfect laser absorption, real gas

effects (chemical losses), and plasma reradiation. For most of the con-

ditions studied, the dominant loss mechanism was found to be imperfect

laser absorption - with absorption efficiencies being worst for the lowest

nozzle gas densities.



4,~3 Absorption Physics Experiments

As was described earlier, the conversion of high power laser

energy into blast wave energy using a thruster of the type shown in Fig. 1.1

first involves the laser-induced breakdown process and ignition- of a laser-

supported detonation (LSDI wave in the propellant. The efficiency of energy

conversion will depend upon the time required to ignite an absorbing plasma

(breakdown time) and the degree to which the resulting gas can absorb all

the laser energy with minimum losses to the surroundings. For efficient

absorption of the laser energy by the gas, one would like to operate under

conditions where the time to achieve breakdown is short compared to the

laser pulse time, and where the product of the effective absorption co-

efficient at the laser wavelength, k~ and the plasma scale length is

greater than unity. These conditions can be written as

TBr <<r (4.3.1)
p

and

f pv dt>l1 (4.3.2)
J V LSD

0

where T ris the time required to achieve breakdown, T is'the laser pulse

duration, and V LDis the LSD wave velocity. AS is predicted by the theory

of Section 2 and will be demonstrated by the experimental data to be

presented, the conditions set forth in Eqs. (.4.3.1) and (4.3.2) are most

readily achieved by using high initial gas densities in the focal region.

In Section 2, theoretical models were presented for laser-induced

gas breakdown and laser/plasma absorption at 10.6 Va and 0.35 1Am. In order

* to provide an independent experimental data base as well as to validate

the models, absorption physics experiments were carried out to measure the

breakdown threshold and subsequent laser absorption of several gases at

10.6 PAm and 0.35 1Am. The validated laser absorption models are used in

the overall thruster performance model described in Section 3.
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4.a.1 Experimental Configuration

LI In order to separate optical and gas breakdown considerations

from the issues of the optical quality and flow field of a self-focusing

nozzle, the absorption physics experiments were carried out using a

static gas chamber and external focusing optics. Figure 4.22 is a

3schematic diagram of the experimental arrangement used.

The test chamber was constructed of several sections of 30 cm i.d.

stainless steel pipe that could be assembled to a length of over 5 meters.

The chamber is provided with a pumping stack consisting of an 80 cfm

*booster blower backed by a 17.7 cfm mechanical oil pump that allows pump-

down to an ultimate vacuum of 10- 4 torr. Chamber fill pressures were

*monitored with standard Bourdon dial gauges. High purity gases were
r introduced into the test volume through a gas manifold constructed of

copper tubing. The gases could be further purified by passing them through

a column of molecular sieve 13X to remove any residual water vapor or

hydrocarbons.

The laser beam entered the test chamber through either a fused

silica (for 0.35 Va laser) or KCl (for 10.6 Jim laser) entrance window.

For the purpose of monitoring the incident beam energy and pulse time

history, a portion of each laser beam was split off before entering the

test chamber. After entering the chamber, the beam was collected by a

focusing optic (lens or mirror) and brought -o a focus in front of a

lacie Lucite viewing window.

To monitor the gas breakdown and subsequent laser abscrption,

several diagnostic measurements were employed. First, breakdown was de-

tected by visually observing or photographically recording the formation

of a bright spark in the laser focal region. Secondly, measurements were

made of the laser radiation transmitted beyond focus. Both time integrated

and time resolved measurements were performed using, respectively, a large

area calorimeter and a high speed photodetector (pyroelectric detector

for 10.6 pm measurements and silicon photodiode for 0.35 Jm measurements).
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* The onset of breakdown and plasma formation is indicated by a reduction in the

U transmitted laser radiation. Finally, a pressure transducer (Kistler 21134)

* was mounted in the chamber at a distance of 1 cm from the focus to measure

* the arrival time and pressure amplitude of the "blast wave" driven by the

deposition of laser energy. The pressure transducer measurements were used

' 3 to infer the fraction of laser energy absorbed by the gas.

in order to determine the power density or intensity at focus,

* measurements were made of the beam spatial energy distribution, or effective

spot area, in the focal plane. For the CO2 TEA laser pulse, the beam

divergence was determined by using long focal length mirrors to take burn

patterns of the focal spot in a Lucite block. The use of long focal lengths

gave spot diameters and focal depths of sufficient dimensions to facilitate

* measurements of the minimum spot area;' The measured focal spot diameter is

related to the effective full angle divergence, e, by ds W fe where f is the
*focal length used. Similar techniques were employed to measure the focal

beam quality of the UV beam except that, instead of taking burn spot patterns,

Kthe beam focal spot was recorded photographically. The results of these

measurements showed that the full area UIV beam (-75 cm 2as it emerges from

the laser cavity) could only be focused to an effective spot size that was

about five to ten times diffraction limited. it was found, however, that by

* using an aperture to sample an area that was only about 10% of the full

beam, diffraction-limited focusing could be achieved.

4.3.2 Breakdown and Absorption Experiments at 10.6 Pm

Using the experimental apparatus and techniques described above,

measurements were made of the breakdown thresholds and resulting plasma

optical absorptances for several gases at 10.6 P~m. The laser used was a

Lumonics K-101 TEA laser operated on a single transverse mode (TEM 00) with

a Gaussian output beam profile. The pulse temporal profile consisted of

* an 80 ns FW1IM gain-switched spike followed by a low intensity tail of about

3 P~s duration. Approximately 2/3 of the total pulse energy was contained

* in the tail. By adjusting the laser gas mixture (principally by removing

nitrogen), the low intensity tail could be eliminated. The full pulse energy
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in the single transverse mode was 2 J. Breakdown measurements were made

using either a 20 cm focal length AR coated germanium meniscus lens or a

76 cm focal length copper mirror, and were performed for f numbers ranging

from 9 to 30. Measurements of the laser beam divergence yielded a value

that was within 40% of that calculated from diffraction-limited Gaussian

optics (0 = .6 mR). Considering the limited precision of the measurements,

it was decided to assume diffraction-limited focusing to calculate the in-

* tensity at focus. It should therefore be noted that the actual effective

focal intensities may have been as much as a factor of two lower than the

values that will be presented below.

The principal gases investigated were argon, hydrogen, and to a

lesser extent, nitrogen and room air. Except for the air, all gases were

of high purity grade and were passed through a column of molecular sieve

13X to remove any possible water or hydrocarbon impurities. Before f ill-

*ing with test gas, the chamber was evacuated to a 15ressure.= 104 torr.

Figures 4.23 and 4.24 present the experimental results obtained for

the breakdown thresholds of argon and hydrogen, along with the corresponding

PSI theoretical predictions (see Section 2.3). The experimental data include

those obtained at PSI as well as the results of Cohn, Hacker, e~t al.4.7 and

*Hill, et al. 47Considering the experimental uncertainties in spot size,

there is generally reasonable agreement among the various experiments and

the PSI theory.

A set of experiments were also carried out to investigate the

effect on the observed breakdown thresholds of creating some UV initiated

* preionization in the laser focal region. The UV preionization was generated

* by a high voltage spark ignited approximately 2 cm from the laser focus

one microsecond prior to the laser firing. It was found that while the

spark had little effect on the observed laser breakdown thresholds in

-hydrogen, it did have a significant effect in the case of argon, Without

the spark, the breakdown thresholds in argon were found to be poorly defined.

* With the help of the spark, presumably by creating some UV preionization, the

thresholds in argon were affected in two ways: 1) they were generally found
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to decrease by a factor of two or more, particularly at the lower pressures,

0and 2) the thresholds became more reproducible. These observations are con-

sistent with a cascade or avalanche breakdown process resulting from electron

impact ionization, To begin such a process requires a few initial electrons

in the laser focal region. Considering the small effective focal volumes
used in these experiments (= 10-5 cc) and assuming an ambient electron

4 4.9

density of = 104 cc in the room temperature gases, we can see that the

probability may only have been .0.1 that an electron was present in the unper-

turbed focal Volume. For this reason, it is not surprising that additional

preionization yielded a more reproducible breakdown threshold. The results

presented in Fig. 4.23 for argon are those obtained with UV preionization.

The reason that a similar effect was not observable in hydrogen is not clear

at this time, but may just have been that the spark was less effective at

creating UV preionization in hydrogen.

The presence of preionizatijn in the PSI atgon experiments may also

serve to explain why in Fig. 4.23 the observed breakdown thresholds for

rf = 56 Pm are lower than the corresponding theory predictions (corrected

for free electron diffusion). As was calculated in Section 2.2 for the

present experimental conditions, electron diffusion is expected to become
11 -3anbipolar for an electron density > 10 cm ; with the diffusion coefficient

being approximately 250 times less than that for free electron diffusion.

Thus, the higher the level of preionization, the sooner in the laser pulse

time ambipolar effects will take over, and the smaller will be the losses

to diffusion. The above hypothesis is supported by the fact that there is

little difference between the threshold measured for a spot radius of 56 Pm

and that found for a spot radius of 205 Pm (.P 300 torr). If free electron

* diffusion were dominant, the threshold for laser breakdown is predicted to

be about 4 to 5 times higher for the smaller spot size.

Experimental measurements were also performed to determine the frac-

tion of 10.6 m laser pulse energy that was absorbed following the gas

breakdown. As for the breakdown threshold measurements, data were obtained

as a function of pressure in constant density backgrounds of argon and

hydrogen. Figure 4.25 presents the results found for argon. As can be seen,
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once the threshold for breakdown is exceeded, a substantial fraction (> 75%)

of the laser energy can be absorbed. Here, as opposed to measurements per-

formed in the rocket nozzle where the gas density decreased rapidly downstream

of the focus (see Section 4.2.3.2), the late time absorption losses are

minimal. The primary loss occurs during the induction time to achieve break-

down. Qualitatively similar behavior was also observed for hydrogen. These

results suggest that one way to improve the optical absorption efficiency of

a thruster might be to tailor the initial nozzle expansion to occur less

rapidly. Doing so would result in a uniformly higher gas density in the

* vicinity .of the throat.

The results of the 20.6 pm absorption physics studies can be sum-

* marized as follows:

* Theory predictions of breakdown thresholds in H2 , Ar,
and air are in reasonably good agreement with present

* experiments and other available data.

0 Of the gases investigated, argon was found to have the
lowest threshold for laser breakdown at 10.6 Vm, i.e.,
IT Z 109 W/cm

2 at 1 atm pressure and Tp % 10-7 s.

0 UV preionization of argon leads to a lower and more
reproducible threshold for laser breakdown at 10.6 Um,
a result that is consistent with a breakdown process
that is initiated by electron-neutral inverse
bremsstrahlung heating of electrons.

* High absorption efficiencies (> .50) are obtained
for CO2 laser pulses focused into constant density
gas backgrounds at relatively low pressures (P 0.2 atm).

4.3.3 Breakdown and Absorption Experiments at 0.35 Um

As was stated in Section 1, one of the principal objectives of the

present studies was to determine how the absorption physics of pulsed laser

propulsion scales from 10.6 microns to visible/uv laser wavelengths. In

particular, we sought to ascertain for the XeF laser wavelength (A = 0.35 m)

and several potential propellant gases, the degree to which the Dower density

thresholds for laser breakdown, as well as the resulting plasma optical absorp-S
tances, depart from that predicted by a simple wavelength scaling
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of inverse bremsstrahlung absorption. Qualitatively, we know that for

sufficiently large photon energies (short laser wavelengthl other laser

absorption processes such as multiphoton absorption and direct photo-

ionization of excited states can become important. Supporting this asser-

*i tion are previous experimental studies4 "I 0' conducted at fundamental

and doubled Nd-Yag and ruby laser frequencies and for pulse times of 8 to

20 ns. The results of those investigations indicate that the thresholds

for laser/gas breakdown generally increase with decreasing wavelength from

the IR to the visible, reach a maximum, and then begin to decrease again

toward the UV.

In Section 2.4 a theoretical model was described and calculations

presented for the laser-induced breakdown of argon at 0.35 pm. In addition

4| to inverse bremsstrahlung absorption and electron impact ionization, the

model included multiphoton ionization and direct photoionization of excited

states. In an attempt to validate this model for argon, as well as to pro-

vide relevant experimental data for other gases, experiments similar to those

described above for 10.6 microns were carried out for 0.35 Pm laser radiation.

The laser utilized was a commercially supplied e-beam pumped excimer device
TM

(Maxwell Laboratories, Inc., Maximer 10-1) operated as an XeF laser

(A = 0.353 m). Provided with a positive branch, confocal, unstable resonator

optical cavity, the typical output energy of this device is 5 J in a pulse of

approximately 0.6 Vs duration.

The diagnostics and techniques employed were essentially the same

4 as those described above for the 10.6 pm experiments. The laser energy for

each pulse was determined by monitoring with a large area calorimeter a known

fraction reflected off-axis from the quartz entrance window to the test

chamber. The incident pulse time history was monitored in a similar way

using an EG&G UV-040B UV enhanced silicon photodiode. The rise time (10% to

90%) of this photodiode, as it was used in our experiments, was shown to be

20 ns. The incident pulse energy in the focal plane was varied in two

principal ways: 1) the pulse energy was allowed to decay naturally for

* numerous successive shots on the same laser gas mix, and 2) the energy could

be attenuated by factors of 3 by placing sheets of blue-tinted polyester
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acetate film in the beam path before the test chamber. The plastic sheets

are supplied by Northeast A-V Supplies, Inc. for making transparencies.

For most of the data presented here, the laser beam was focused by

a 1.6 meter focal length aluminized mirror. The effective beam irradiance

*area in the focal plane was determined by attenuating the beam intensity

by several orders of magnitude using Wratten neutral density filters and

then recording the beam spot on photographic film. When focusing the full

output beam (a geometric square 10 cm on a side with the central 5 cm x 5 cm

square missing due to eclipsing by the output coupling mirror), it was found

* that the effective minimum spot size was approximately 5 to 10 times that
4.12

predicted for diffraction limited focusing. Furthermore, upon close

examination, the beam structure at focus was shoum to consist of a complex

interference pattern having a "feather-like" appearance with several central

*"hot spots." Unable to determine the source of -'is "aberration" and to elim-

S inate it, we decided to try to improve spatial coherence by masking the beam

so that only a 2.5 cm x 2.5 cm segment was allowed to pass. The resulting

t focal plane beam profile was found to be well behaved and to possess the

characteristic pattern and dimensions of the far field diffraction from a

square aperture. For the 1.6 meter focal length mirror, the dimension of the

central lobe in the focal plane (containing approximately 80% of the total

K powerl was found to be 5 x 10- 3 cm. The power densities at focus that will

be quoted below are based upon measurements made with the masked beam.

Experimental measurements of the laser-induced breakdown threshold

in argon a = 0.35 )m are plotted as a function of pressure in Fig. 4.26

along with the corresponding predictions of the PSI theoretical model (see

Section 2.4). The data include the PSI measurements made with a nominal

500 ns XeF (353 nm laser pulse, and the measurements of Alcock et al.4 1 1

performed with a doubled ruby (347 nm) laser pulse of only 8 ns duration.

As can be seen, while the data for the 0,5 )s pulse are in reasonably good

agreement with the model predictions, the 8 ns threshold data are more than

an order of magnitude lower than the corresponding model predictions. Thus,
while the model predicts that the threshold power density for breakd6wn

.
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should show a strong inverse dependence on pulse duration, e.g,, the predicted

Uthreshold intensity for an 8 ns pulse is about 25 times higher than that pre-
dicted for a 500 ns pulse, the experimental data shown in Fig. 4.26 reveal

no such scaling with pulse duration. In fact, the experimental data alone

would suggest that there is an intensity threshold for breakdown in argon

pthat is independent of pulse duration. The measured thresholds for both

- experiments do, however, show a pressure dependence that is in reasonable

agreement-with the theory and indicative of a breakdown process dependent on

collisional mechanisms, As for the relatively "low" thresholds reported in
4.13

- Ref. 4.11, Alcock et al. have suggested that, at least for their experi-

ments, breakdown may have been controlled by effects such as self-focusing

and filamentation. Clearly, any future studies devoted to resolving these

apparent discrepancies in the argon breakdown threshold at 0.35 Um should

carefully address the possible effects of self-focusing.

Quite recently, additional breakdown data have become available as

the result of preliminary experiments conducted at the National Laser Users

Facility, Laboratory for Laser Energetics, Rochester, N.Y. For those

experiments, the frequency tripled output of a glass laser (A - 0.3513 Pm,

T = 0.4 ns) was used to determine a laser breakdown threshold in one atmos-
p
phere of argon. The measurements, open shutter photographs and optical

transmission, indicated a threshold of 6 ± 4 x 10 W/cm . The large error
limits are the result of uncertainties in the beam spatial distribution at

focus, as well as difficulties that were encountered in precisely defining

the omset of "breakdown." For the result quoted here, the "breakdown"

threshold is defined as the lowest power density at which 1) measurable

attenuation ( 10%) of the transmitted beam was observed, and 2) a "bright"

visible glow was seen in the laser focal region. Despite the present in-

accuracies, it is clear that this recent data at 0.35 pm indicates a break-

down threshold for a pulse of 0.4 ns duration that is approximately two

orders of magnitude higher than the corresponding measurements for pulse

lengths > 8 ps.

-
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Summarized in Fig. 4.27 are all the existing 0.35 )Jm breakdown

threshold data for argon (P = 1 atm) plotted as a function of pulse duration.

Also plotted are the corresponding predictions of the PSI model. The de-

parture of the theoretical curve from a straight line at the highest laser

intensities is the result of the increasing dominance of multiphoton ioniza-

tion. As can be seen, while the threshold data at 0.4 ns and 500 ns are in

reasonable agreement with the calculated values, the data obtained with

doubled ruby laser pulses (X = 0.347 Jm, T = 8 ns and 20 ns) fall more thanp
an order of magnitude below the predictions of the model. The source of

the latter discrepancy is still not known, but several possibilities must

be considered. Dust particles, impurities with low ionization potential,
and spatial and temporal beam irregularities could all give rise to an

apparently low breakdown threshold.

Despite present uncertainties, the existing data as well as PSI's

theoretical model clearly indicate thresholds for 'argon breakdown at 0.35 pm

that are considerably lower than predicted by a simple I/A2 scaling of the

corresponding infrared thresholds. This is illustrated in Fig. 4.28 where
, 11 2

the data at 0.35 pm are seen to be about a factor of 30 below the 1/A

extrapolation from 10.6 microns (T Z 10-7 s). A l/A 2 scaling would be
p

expected to hold for a breakdown process dominated by impact ionization due

to electrons heated by inverse bremsstrahlung absorption. Apparently, at

0.35 pm additional excitation mechanisms become important such as multiphoton

ionization and direct photoionization from excited states of argon.

Breakdown thresholds were also measured for other gases and the

results are plotted as a function of pressure in Fig. 4.29. The data points

with vertical arrows indicate lower limits for the threshold power densities.

The maximum power density attained in this study was approximately 2 x 1011

'a W/cm2 and was limited by the Maximer beam quality, total available laser

energy, and the available focusing optics. As can be seen from Fig. 4.29,

of the gases investigated, argon has the lowest threshold for breakdown at

0.35 m and hydrogen one of the highest. Unfortunately, because of the

complexity of the theoretical analysis of laser breakdown at this wavelength,

model predictions were only performed for argon.
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Finally, as for the absorption physics studies at 2.06 )jm, measure-

* ments were made to determine the fraction of XeF laser pulse energy that

was absorbed in the breakdown plasma. The-results obtained from optical

transmission measurements in argon are plotted in Fig. 4.30 as a function

of the ambient pressure. Also plotted for comparison are the corresponding

results observed at 10.6 )Ju. As can be seen, the data show that respectable

absorption efficiencies can be achieved at 0.35 U.m, although to do so requires

higher gas'densities than are needed at 10.6 Jim. For example, while greater

than 75% of the laser energy can be absorbed at 10.6 microns for argon

pressures- 50 torr, to achieve the same degree of absorption at 0.35 Mn

* requires pressures of 1 atm or greater.

The data presented in Fig. 4.30 were obtained from time-integrated

*optical pulse transmission measurements using a large area calorimeter.

A limited number of time-resolved transmission measurements using high

* speed photodetectors were also performed. The results of the time-resolved

measurements showed that subsequent to breakdown the laser-produced plasmas

were, in general, only partially absorbing to 0.35 Wi radiation (except at

the highest ambient argon pressures). This is in contrast to 10.6 microns

where the breakdown plasmas were found to be opaque, i.e., transmission

losses were associated with the finite time to achieve breakdown.

In order to confirm that the laser beam~ attenuation observed in the

optical transmission experiments was dominated by plasma absorption rather

than scattering, a separate determination of the absorbed laser energy was

4 made by measuring the strength of the resulting blast wave. A pressure

transducer (Kistler model 2-11 B4) mounted -1 cm from the focus and approxi-

mately perpendicular to the optical axis was employed to measure the arrival

time and amplitude of the laser-driven pressure wave, Applying the theory

for a spherical blast wave in a constant density background, 4.5the transit

times and shock pressures were used to infer the energy in the blast wave.

with the incident laser energy known, a blast wave energy conversion effi-

ciency, EBW, was then evaluated as the ratio of blast wave energy to incident

4 laser energy.
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The resulting conversion efficiencies found for argon r nitrogen and

methane at various background pressures are presented in Fig, 4,31. Also

shown with the laser to blast wave energy conversion efficiencies are the

corresponding "absorptances" determined from the laser transmission measure-

ments. From Fig. 4.31 it can be seen that although the blast wave conver-

sion efficiencies inferred from the pressure transducer measurements appear

to correlate reasonably well (in a relative sense) with the measured optical

absorptances, the absolute values of the former are generally 1/2 to 2/3

of the latter. There are several possible explanations for this discrepancy:

1) the actual optical absorptance is less than the observed beam attenuation

* because of significant scattering contributions, 2) the energy observed in

the blast wave is less than the optically deposited energy because of energy

losses to early time plasma radiation and/or internal excitation, 3) the

assumption of a "spherical" wave is poor due to initial preferential growth

of the plasma along the laser beam, and 4) the shock wave has become suf-

ficiently weak by the time it reaches the pressure transducer location that

our blast wave approximation is inadequate. The effect of scattering should

be assessed in future experiments by optical measurements designed to look

for laser radiation outside the solid angle defined by the unperturbed beam.

The other possible effects mentioned above, (2)-(41, could, in principle, be

addressed for the case of argon by applying the numerical code described in

Section 3. One modificatio. that would be required, however, is the addition

of a sub-routine to calculate argon radiation.

The results of the 0.35 VIm absorption physics experiments can be

summarized as follows:

0 Threshold intensities for gas breakdown by XeF (.0.35 )jm)
laser radiation (Tp z 5 x 10-7 s) are generally found to
be about 20 to 30 times higher than the corresponding
thresholds measured at 10.6 .m (Tp Z I x 10-7 s). For
I atm argon, the breakdown threshold at 0.35 m is
3 x 1010 W/cm2 . At 10.6 pm, the threshold is -1-2 x -10
W/cm2 .

* The measured breakdown thresholds at 0.35 pm are sig-
nificantly lower than given by a 1/X2 scaling of the
corresponding 10.6 jum thresholds. The latter scaling
would be expected to hold for a breakdown dominated
solely by inverse bremsstrahlung heating.
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Fig. 4,31 - Experimental determinations of fraction of XeF laser
pulse energy deposited in breakdown gas.
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* Of the gases investigated, argon has the lowest breakdown
threshold and hydrogen the highest.

* Based on available data and the PSI theory, intensity
thresholds for breakdown are seen to decrease with
increasing gas pressure. For argon, IT - ,7

* The PSI theory predictions of the breakdown threshold in
argon are in reasonable agreement with data for pulse dura-
tions of 5 x 10-7 s and 4 x 10-10 s. Both the model and
data indicate an intensity threshold that sales inversely
with pulse duration, i.e., IT a T ~7 2 ±.0 5)' The model,
however, is not able to explain breakdown thresholds obtained
with doubled ruby laser pulses (A~ = 0.347 pim, p Z 10-8 s). 4.9,4.10
In the latter studies, experimental thresholds are reported
that are a factor of 10 to 20 lower than the corresponding
predictions of the PSI model. The reason for this apparent
discrepancy is still not understood.

0 Substantial absorption was achieved in XeF (0.35 prn) laser-
produced plasmas, particularly for the case of argon. For
example, at a pressure of 1 atmosphere, between 50% and 75%
laser energy absorption was achieved in argon.

0 To achieve high laser energy deposition efficiencies at
0.35 p~m does require, however, higher gas densities than
were needed at 10.6 Umn.

0 Assuming similar pulse energies at 0.35 pim and 10.6 prn, the
implication of the above results for pulsed laser propulsion
is that to achieve efficient performance at 0.35 pam with
high I~F (high energy per unit mass) will likely require
higher gas densities and smaller volume nozzles than are
necessary at 10.6 pmn.

Using the results of the above absorption physics studies, an experi-

ment was designed to demonstrate efficient single-pulse energy coupling of

XeF laser radiation into a nozzle flow. The experiment utilizes a conical

nozzle with external focusing optics. Preliminary results are presented

in Section 4.4 for argon and helium propellants,
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4.4 Preliminary Single-Pulse Thruster Performance Results at 0.35 jim

To demonstrate efficient energy couping of pulsed is./UV laser

radiation into a nozzle flow, an experiment was designed that utilizes a

conical nozzle and external focusing optics. A schematic diagram of the

U experiment is shown in Fig. 4.32. Figure 4.33 lists nominal operating con-

ditions for such a rocket to achieve a specific impulse of 1000 s in argon

* with the available Maximer laser energy. Based upon earlier absorption mea-

surements in constant density backgrounds (see Fig. 4.30), the plenum pres-

suixe and nozzle geometry - and hence gas density in the focal region - have

been chosen to assure an absorption efficiency.2> 50%.

Preliminary energy conversion efficiency data at 0.35 pim have been

obtained with the nozzle configuration shown in Fig. 4.32. Using pressure

transducers mounted in the rocket side wall at R = 4.4 cm and R - 9.4 cm,

we have measured blast wave transit times for argon and'helium at varying

mass flow rates (plenum delivery pressures). The shock transit times were

K then used to infer the energy in the blast wave by comparing them to the

results of either an ideal blast wave similarity solution or a numerical

code simulation that models in detail the laser absorption process, multiple

ionization, and equilibrium excited state thermodynamics (see Section 3.14).

fl The results of these measurements are presented in Fig, 4.34. As can be seen,

the data indicate energy conversion efficiencies at the highest mass flow

rates of up to 404 for helium and Z 60% for argon. Further, one sees that

the conversion efficiencies inferred from the transit time data arc even

higher if the real gas thermodynamic effects, i.e., ionization and electronic

excitation, are accounted for.

The preliminary data presented above for a conical nozzle flow, as

well as the data presented in section 4.30 for constant density backgrounds,

clearly suggest that efficient conversion of pulsed XeF (0.35 U~m) laser radi-

ation into thruster fluid mechanical energy is possible. Using an argon

* propellant at moderate delivery pressures, conversion efficiencies a 50%

F have been demonstrated. The results do indicate, however, that t9 achieve

efficient coupling, higher plenum pressures will probably be necessary for

* vis/UV operation than are required at 10.6 pim.
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h

5466-63

e Design Constraints:

Gas: Argon

1 1000 SSP:

EL: 5 to 10 J

-TP: 0.5,us

'Econv.: >,50%

s Resulting Nozzle Design:

Plenum Pressure: 10 atm.

Throat Diameter: 0.1 cm

! Cone Angle: 200

Interpulse Time: 1.5 to 3.0 x 10-5 s

Ampulse: .5 to 1.0 x 10-4 g

f# f/3--.f/5

Fig. 4.33 Design conditions for laboratory experiment to demonstrate
1000 s I in argon, X " 0.351m.

sp
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5466-64

0.- _T_ A]

0.2-

0.51

U 9 A Argon data

U from numerical code
with real gas effects

e * from ideal blast wave
o theory

He data
A from ideal blast wave

theory

0.011 10 100

P0 (atm.)

K Fig. 4.34 XeF laser to blast wave energy conversion efficiency vs.
stagnation pressure. Blast wave energy is inferred from
shock transit time measurements in conical nozzle flow.
Cone angle is 200 (full angle) and throat diameter is 0.1 cm.
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5. CONCLUSIONS

Thruster Performance Studies

High specific impulse (Isp) has been demonstrated for a small-
scale thruster powered by pulsed C02 laser radiation. Using
hydrogen and argon propellants, we have achieved Ise of 1000 s
and 500 s, respectively.

*It has been shown, at least for 10.6 U~m performance, that the
thruster can take the form of a parabolic (self-focusing) nozzle
that requires no external focusing optics.

*The conversion of laser energy into thruster fluid mechanical
energy can be accomplished with high efficiency, i.e., k' 50%.
Conversion efficiency is found to be greatest at the highest mass

w flow rates.

*in the small-scale thruster experiments, imperfect laser absorp-
tion (non-opacity of the laser-produced plasma) was found to be
an important energy loss mechanism, particularly at the lowest
mass flow-rates (nozzle gas density).

*Preliminary single-pulse thruster experiments have been performed
using XeF (0.35 pjm) laser radiation and external focusing optics.
The measurements for argon and helium propellants indicate that
high laser to blast wave energy conversion efficiency is possible
at this wavelength. To achieve high optical deposition efficiency,
however, requires that the nozzle gas density in the vicinity of
focus be hi.gher than was necessary at 10.6 Uim. For fixed laser
pulse energy, the latter result leads towards smaller volume nozzles
to maintain high Isp.

*We have modeled in detail the fluid mechanics of a single pulse
of a thruster heated by a pulsed laser. The model is quasi-one-
dimensional and includes laser energy absorption for 10.6 Ujm and
0.35 p.m wavelengths, and equilibrium chemistry of argon or hydro-
gen propellants. Calculations are made by means of a "shock-
capturing" numerical scheme. The results of the calculations
have been used to interpret shock wave pressure and transit time
measurements to yield estimates of the laser energy deposited
in the gas.

Absorption Physics scaling Studies

*Thresholds measured for laser-induced gas breakdown at*0.35 um
were generally found to be at least 20 to 30 times higher than at
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10.6 .m; e.g., for argon at 1 atmosphere, IT (10.6 m, Tp 10s) -
1-2 x 109 W/cm2 while IT (0.35 Um, Tp - x 0- 7 s) = 3 x 1010 W/cm2 .

: For argon at 0.35 pm, the PSI model and limited experimental data
suggest a threshold intensity for laser-induced breakdown that scales
with pulse duration as T -(. 2 .0 5 ).

0 The available data and PSI's model for argon also indicate that the
threshold intensity required for breakdown decreases with increasing
gas pressure as p-0-7.

The measured breakdown thresholds in argon at 0.35 jim suggest con-
tributions from laser absorption mechanisms in addition to inverse
bremsstrahlung absorption. Based on the model, additional mechanisms
would appear to be photoionization of excited states of argon and
multi-photon ionization.

To achieve high optical deposition efficiency at 0.35 pm in the laser-
produced plasma requires significantly higher initial gas pressure
than was necessary for 10.6 microns. For example, while greater than
75% of the 10.6 Um pulse energy was absorbed in argon for P > .02 atm
a similar degree of absorption at 0.35 pm could only be achieved for
P > 1 atm.

* Mission Analysis Studies

The conclusions of the analyses performed for defense-related missions

of pulsed laser propulsion are included in Vol. II.
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